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Chapter 10

Carbon Cycle, CO2, and Climate

Throughout most of this book, our discussions have
focused on the steady-state characteristics of the cycles
of biogeochemically important elements in the ocean.
However, as more about the past behavior of these cy-
cles was learned, we have to come to realize that these
cycles have seldom been in a ‘‘true’’ steady state. It
appears that variability is as much a fundamental prop-
erty of these biogeochemical cycles as it is a property of
the climate system in general (see discussion in section
2.5). In this last chapter, we explore the variability of
these cycles on a range of timescales, from a few years

to several hundred thousand years. In trying to un-
derstand the mechanisms that give rise to these varia-
tions, we will apply many of the tools and concepts that
we have learned in the previous nine chapters. We will
focus on the carbon cycle, because of its central role in
biogeochemical cycling and its interaction with climate
as a result of the greenhouse gas properties of CO2 in
the atmosphere. This cycle is also of particular interest
given the fact that humankind has began to perturb the
global carbon cycle dramatically and likely will continue
to do so.

10.1 Introduction

A very good indicator for the state of the global carbon
cycle is atmospheric CO2, since it represents the con-
centration of a relatively small reservoir that acts as a
conveyor for the exchange of carbon between the two
other important reservoirs of the global carbon cycle:
the terrestrial biosphere, including the soils, and the
ocean, including its sediments (figure 10.1.1). The
amount of CO2 in the atmosphere is also small com-
pared with the gross exchange fluxes between it and the
ocean and terrestrial biosphere, as reflected in the short
residence time of about 6 to 8 years for CO2 in the
atmosphere with respect to these exchange fluxes. At-
mospheric CO2 is therefore expected to react sensitively
to changes in the global carbon cycle.

Thanks to the preservation of tiny air bubbles in ice
cores, researchers have been able to reconstruct con-
centrations of atmospheric CO2 over the last 400,000
years with great precision [Inderm€uhle et al., 1999; Petit
et al., 1999]. A summary of such reconstructions in
figure 10.1.2 shows that atmospheric CO2 has varied by
nearly 100 ppm over the last 400,000 years, indicating
that substantial changes must have occured in the
distribution of carbon between the different reservoirs.
Several observations stand out in figure 10.1.2. First,

atmospheric CO2 has varied quasi-periodically over the
last 400,000 years between approximately 180 ppm and
280 ppm. These variations occurred in close concert
with the glacial-interglacial cycles, with fully glacial
conditions coinciding with the lower-bound CO2 con-
centration of about 180 ppm, and interglacial condi-
tions experiencing the upper-bound concentrations of
about 280 ppm. This upper bound appears to be rather
stable, and also characterizes the largest part of the
current interglacial, the Holocene.

The cause for these glacial-interglacial changes must
be connected with the oceanic carbon cycle, since this
reservoir controls atmospheric CO2 on any timescale
longer than a few hundred years. We will discuss many
hypotheses and mechanisms that have been proposed
over the last two decades to explain these observed
changes, but as it turns out, no mechanism proposed so
far has been able to explain all existing constraints. In
the near future, as scientists learn more about ocean
circulation, biogeochemistry, and their interaction with
the climate system during ice ages from detailed ana-
lyses of climate records, we likely will be able to cor-
rectly identify the mechanisms. However, at the mo-
ment the causes of the glacial-interglacial variations in
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atmospheric CO2 remain one of the greatest puzzles of
the global carbon cycle.

A second outstanding feature revealed in figure
10.1.2 is the dramatic increase of atmospheric CO2

since the beginning of the industrial revolution in the
late eighteenth century, a period we will refer to as the
Anthropocene [Crutzen and Stoermer, 2000]. This in-
crease is a consequence of anthropogenic activities,
mainly the burning of fossil fuels, but also the con-
version of forests and other pristine areas into lands for
agricultural and other human use. About half of the
emissions from these anthropogenic activities have re-
mained in the atmosphere, leading to an increase that
is now approaching the change that occurred from
glacial to interglacial periods. However, this human-
induced increase happened within less than 200 years,
whereas it took atmospheric CO2 several thousand
years to change from glacial to interglacial levels.

CO2 is the most important anthropogenic green-
house gas in the atmosphere (see next subsection), and
its increase is cause for concern, as it may lead to sig-
nifcant changes in climate, with major consequences

for human beings. Efforts have started now at an
international level to curb emissions of CO2 and other
greenhouse gases. However, since fossil fuels are the
primary source of energy and heat in the industrial
world, and as a result are tightly linked to our current
economy, CO2 emission reductions require major eco-
nomic investments. It is therefore of great importance
to be able to quantify the redistribution of the emitted
CO2 in the global carbon system, since only the fraction
remaining in the atmosphere adds to the greenhouse
warming.

The observation that a substantial fraction of the
emitted CO2 has remained in the atmosphere is actu-
ally surprising at first, since one would intuitively as-
sume that the emitted CO2 would be redistributed be-
tween the atmosphere and ocean with the same 1:65
ratio as the present distribution. Estimates of the actual
oceanic uptake suggest that only about a third of the
total anthropogenic CO2 emissions has been taken up
by the oceans. Why is the oceanic uptake so small? This
is mainly a consequence of kinetic constraints imposed
by the limited rate of ocean circulation. However, even
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Figure 10.1.1: Schematic diagram of the global carbon cycle. Shown are the reservoir sizes in Pg C and the fluxes in Pg C yr�1

(1 Pg¼ 1015 g). The solid arrows denote the preindustrial fluxes, whereas the dashed arrows denote the average anthropogenic fluxes for

the period of the 1980s and 1990s (see table 10.2.1). Roman numbers in brackets refer to the preindustrial reservoir sizes, and italic

numbers in brackets show the changes that occurred to these reservoirs over the Anthropocene (1800 to 1994). Based on Sarmiento and Gruber
[2002] and Sabine et al. [2004].
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if the ocean mixed extremely rapidly, the fraction taken
up by the ocean without further reaction with the
CaCO3 in the sediments would only be around 80 to
85%, substantially smaller than the 98% that would be
predicted from the present distribution. This rather
surprising result is caused by one of the many pecu-
liarities of the oceanic CO2 system. In the following
subsection, we will discuss briefly the greenhouse effect
and explain why it is so important for climate.

Greenhouse Effect

Climate and the biogeochemical cycling of major ele-
ments on Earth are tightly interwoven. One of the most
important coupling points exists in the biogeochemical
controls on the composition of Earth’s atmosphere, in
particular of those gases that interact with solar and

terrestrial radiation and change how the energy is re-
distributed within the climate system. Those gases that
absorb energy at infrared wavelengths typical of ter-
restrial radiation are called greenhouse gases, with CO2

being one of the most important ones.
Biogeochemical cycles can also influence the physi-

cal climate system through changes in other climate-
relevant properties at the Earth’s surface, e.g., by chang-
ing the albedo, i.e., the fraction of shortwave radiation
from the sun that is directly reflected back; or by in-
teracting with the hydrological cycle, altering the latent
heat fluxes associated with condensation and evapora-
tion (see figure 10.1.3 and, e.g., Betts [2000]). We will
limit our discussion here to the greenhouse effect.

The Earth receives short-wavelength radiation emit-
ted from the sun, and radiates this energy back to space
at longer wavelengths. Figure 10.1.3 shows the flow of
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Figure 10.1.2: Variations in the atmospheric CO2 concentration over time based on ice core reconstructions and direct observations since

1958. (a) CO2 variations over the last 400 kyr (1 kyr¼ 1000 years). (b) CO2 variations from 25,000 BC to present. (c) CO2 variations during the last

1000 years as reconstructed from Antarctic ice cores. (d) CO2 variations during the last 50 years as directly measured in the atmosphere at

Mauna Loa, Hawaii. This comparison illustrates that the onset of the industrial revolution led to a dramatic increase of atmospheric CO2 after a

period of relatively stable atmospheric CO2 during the previous 10,000 years. The present atmospheric CO2 level is unparalleled in the last

400,000 years. More than 10,000 years ago, atmospheric CO2 showed relatively regular variations associated with glacial-interglacial cycles.

During the last four glacial maxima, atmospheric CO2 concentrations were at their lowest concentration around 180 ppm, whereas during the

interglacial periods, atmospheric CO2 concentrations were near 280 ppm. The Mauna Loa data are from Keeling and Whorf [1998], the Law

Dome, Antarctica, data from Etheridge et al. [1996], the Taylor Dome, Antarctica, data from Inderm€uhle et al. [1999, 2000], the Dome C data from

Monnin et al. [2002], and the Vostok, Antarctica, data from Petit et al. [1999].
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energy through the atmosphere, starting from the
short-wave solar radiation received at the top of the at-
mosphere proceeding down to the surface of Earth.
Along the way, more than half of the radiation either
gets absorbed by the atmosphere and clouds, or gets
reflected back into space.

The short wavelength energy absorbed by the Earth’s
surface warms the planet, and the Earth itself acts as a
blackbody radiatior, but because its temperature is
much lower than that of the sun, most of its emitted
radiation occurs at much longer wavelengths (Wien’s
law), i.e., in the infrared band. In the absence of an
atmosphere, the surface temperature of the Earth
would warm until the surface radiated heat to space at
the same rate as it intercepted radiation from the sun.
This equilibrium temperature is given by the Stefan-
Boltzmann law of blackbody radiation, Q¼ sT 4, where
Q is the heat flux, s¼ 5.670�10�8 W m�2 K�4 is the
Stefan-Boltzmann constant, and T is the temperature
in degrees Kelvin. The Earth receives an average solar
radiation of about 235 W m�2 after subtracting off the
30% of the incoming solar radiation reflected back to

space (figure 10.1.3). In this case with no atmosphere,
the equilibrium temperature for the Earth is thus a
frigid 255 K (�18�C).

The presence of an atmosphere with gases that ab-
sorb at infrared wavelengths, i.e., greenhouse gases,
turns Earth into a much more habitable planet. The
impact of such gases is illustrated by figure 10.1.4,
which shows the flux of energy emitted by the surface
of the Earth as a function of wavelength. The dashed
lines are the ideal blackbody radiation with no atmo-
spheric interference. The solid line is the calculated
clear-sky radiation flux for a surface temperature of
294 K with the effect of greenhouse gas absorption by
the atmosphere included. This is what a satellite out-
side the atmosphere would see if there were no clouds.
The deviation of the solid line from the dashed line for
294 K is due to absorption of outgoing radiation by
greenhouse gases in the atmosphere. The minimum in
outgoing radiation centered at 15 mm is due to absorp-
tion by CO2, and that near 9–10 mm is due to absorption
by ozone. The largest absorber of all is water vapor
(table 10.1.1), which absorbs across a broad range of
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wavelengths. The energy absorbed by the radiatively
active gases in the atmosphere is re-emitted from
within the atmosphere (see figure 10.1.3). This re-
emission occurs in all directions, therefore to a sub-
stantial degree also in a downward direction, reducing
the efficiency with which the surface of Earth is able to
cool itself. One way to think about the resulting trap-
ping of radiation is that if you were in outer space
looking at the Earth at a wavelength of 15 mm, most of
what you would see would be radiation emitted from
the sky.

Because radiation is trapped in the atmosphere and
is re-emitted at some height above the surface, the av-
erage equilibrium radiative blackbody temperature of
255 K occurs at some elevation that is well above the
surface of the Earth. Because air is compressible, the

atmosphere warms as one descends from this elevation
to the surface. Temperature at the surface of the Earth
is thus warmer than the radiative equilibrium temper-
ature, giving the observed average surface temperature
of 288 K. The warming of the surface of the Earth due
to the presence of the greenhouse effect is thus a re-
markable 33 K.

Global Warming

Human activities have increased the atmospheric bur-
dens of many radiatively active gases, including CO2,
methane (CH4), nitrous oxide (N2O), and chlorofluo-
rocarbons (CFCs). Methane, nitrous oxide, and CFCs
tend to absorb terrestrial radiation in a wave-length
window where the atmosphere is currently relatively
transparent, i.e., where little absorption by other at-
mospheric constituents takes place. As a result, the
release to the atmosphere of these trace gases has an
important effect on the radiative balance even at very
low levels of concentration. Atmospheric CO2, on the
other hand, is already absorbing most of the radiation
in its absorption band, and any additional CO2 acts by
increasing the absorption toward the edges of the band.
As a consequence, a proportionally larger increase in
the atmospheric CO2 burden is necessary to affect
significantly the radiative balance of the atmosphere.
Table 10.1.2 gives the relative efficiencies of the major
greenhouse gases, expressed as forcing per molecule
normalized to CO2.

Table 10.1.1 summarizes the contributions of each of
the greenhouse gases to the radiative balance of the
atmosphere due to their concentration increases be-
tween 1765 and 1990. Despite its high background con-
centration, the addition of CO2 to the atmosphere has
been so large that it accounts for about 60% of the en-
hanced capacity of the atmosphere to absorb long-
wavelength radiation emitted from the surface. CH4 and

Table 10.1.1

Major greenhouse gases
Mixing ratios, present rate of increase, and increase in radiative forcing are from Ramaswamy et al. [2001].
Preindustrial radiative forcing is from Dickinson and Cicerone [1986].

Mixing Ratio in Dry Air (ppm) Radiative Forcing (W m�2)

Gas 1765 1992
Current Rate

of Increase (% yr�1)
Preindustrial

(<1765)
Anthropogenic
(1765–1990)

H2O — — — 94 —
CO2 278 356 0.4 50 1.46
CH4 0.7 1.71 0.6 1.1 0.48
CFC-11 0.0 0.000268 0.0 0.0 0.07
CFC-12 0.0 0.000503 1.4 0.0 0.17
Other CFCs — — — — 0.10
N2O 0.275 0.310 0.25 1.25 0.15
Total 146 2.43
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N2O together account for about 27% of the total an-
thropogenic radiative forcing, and chlorofluorocarbons
for the remaining 12%.

An estimate of the surface warming that will result
from the increased greenhouse trapping can be ob-
tained by use of a simple zero-dimensional heat balance
model:

H
dDT

dt
¼ DQ�lDT (10:1:1)

where H (W m�2 K�1 s) is the heat capacity of the
combined ocean and atmosphere system, DT is the
change in surface temperature, DQ (W m�2) is the ra-
diative forcing given in table 10.1.1, and l (W m�2 K�1),
is referred to as the climate sensitivity parameter. In
equilibrium, (10.1.1) gives

DT ¼ DQ

l
(10:1:2)

The value of l is usually determined from the response
of a variety of climate models to perturbations in radi-
ative forcing [Cubasch et al., 2001]. A value of 3.3 W m�2

K�1 is obtained by assuming that absorption of infrared
radiation by greenhouse gases occurs without any feed-
backs. However, global warming increases the water
vapor content, which further increases the absorption.
It also modifies the vertical gradient of temperature
(lapse rate) in the atmosphere. Further feedbacks in-
clude changes in snow and ice cover, which affect al-
bedo; cloud cover, and its interaction with short- and
long-wave radiation; and several more. Consideration
of these feedbacks significantly reduces l to about
1.8 ± 0.7 W m�2 K�1, with the uncertainty estimate re-
flecting the range of results from a variety of models. An
analysis of the effect of individual feedbacks shows that
the cloud feedback is by far the largest contributor to the
overall uncertainty. Using this climate sensitivity, we
obtain an equilibrium warming of 1.5 to 3.4 K for a CO2

doubling (DQ¼ 3.7 W m�2 [Ramaswamy et al., 2001]).

The equilibrium climate warming for a CO2 doubling
reported by Houghton et al. [2001] is 1.5 to 4.5 K, which
requires l¼ 1.7 ± 0.8 W m�2 K�1.

The total increase of 2.43 W m�2 in infrared trap-
ping over the last 200 years shown in table 10.1.1
should thus give an equilibrium warming of 1.0 to
3.0 K. Additional changes in radiative forcing shown in
table 10.1.3 include the effect of increased stratospheric
water vapor due to production from methane, changes
in tropospheric and stratospheric ozone, direct solar
forcing, and the cooling effect of aerosols. Aerosol cool-
ing explains some unusual observations about the pat-
tern of warming. One of these is that the southern
hemisphere has warmed more than the northern. This
is due to the larger production of aerosols in the
northern hemisphere and their limited atmospheric
lifetime, which prevents them from being spread into
the southern hemisphere. The other is that northern
hemisphere warming has been greatest at night. Aero-
sols increase reflection of solar radiation from the
Earth, so their cooling effect should be felt more during
the day. The combined impact of the additional radia-
tive forcing terms reduces the total current radiative
forcing to 1.5 W m�2. This gives an equilibrium warm-
ing of 0.6 to 1.8 K. The observed warming over the last
century is still smaller, 0.3 to 0.6 K (figure 10.1.5).
However, our estimate assumes that the temperature of
the whole climate system has equilibrated with the in-
crease in radiative forcing, whereas, in reality, the large
heat capacity of the ocean and the slow rate of mix-
ing has led to a substantial slowdown of the warm-

Table 10.1.2

Radiative forcing per additional molecule
relative to the radiative forcing due to one
additional molecule of CO2

Radiative forcing for changes in CO2 from an initial
mixing ratio Co can be estimated from DQ¼ 6.3 ln (C/
Co) W m�2 for CO2 < 1000 ppm. From Houghton et al.
[1990].

Gas Relative Forcing

CO2 1
CH4 21
N2O 206
CFC-11 12,400
CFC-12 15,800

Table 10.1.3

Radiative forcing changes between 1765 and early
1990s, based on Ramaswamy et al. [2001]

Midpoint
(W m�1)

Range
(W m�1)

From table 10.1.1 2.43 ±15%
H2Oa 0.02
Ozone

troposphere 0.35 (0.2 to 0.5)
stratosphere �0.15 (�0.05 to �0.25)

Aerosols
biomass burning �0.2 (�0.1 to �0.6)
sulfate �0.4 (�0.2 to �0.8)
soot (black carbon) 0.2 (0.1 to 0.4)
organic carbon �0.1 (0.03 to 0.3)
mineral dust — (�0.6 to 0.4)
indirect effect on �1.0 (0 to �2.0)

cloud albedo
Change in solar

forcing since 1850
0.3 (0.1 to 0.5)

total 1.5

a The increase in radiative forcing for water vapor is only that

portion due to the effect of increased methane on water vapor in the

stratosphere.

397

Carbon Cycle, CO2, and Climate



ing rate. Including this effect in fully coupled ocean-
atmosphere-land surface climate model simulations
[e.g., Mitchell et al., 2001] gives a present warming esti-
mate that is very close to the observed one (figure
10.1.5). The flip side of this effect is that if the growth
in radiative forcing were stopped at current levels, the
Earth would continue to warm up until the equilibrium
warming was reached.

While the remainder of this chapter is devoted to
CO2, it is important to recall that of the anthropogenic
greenhouse gases shown in table 10.1.1, N2O also has
important oceanic sources and sinks (see also chapters
3 and 5). Its oceanic source is estimated to be 3.7 to

4.3 Tg N yr�1 [Nevison et al., 2004], compared with total
sources of 4 to 12 Tg N yr�1 in preindustrial times, and 13
to 20 Tg N yr�1 today [Prather et al., 2001]. The chloro-
fluorocarbons have found important use in oceanogra-
phy as tracers of water motion (see chapter 2), but their
net uptake by the oceans is negligible because of their
very low solubility and chemical inertness (see chapter 3).

Outline

This chapter is organized as follows. We first address the
anthropogenic CO2 perturbation over the last two hun-
dred years. We will discuss in particular the reasons for
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Figure 10.1.5: Observed warming from 1850 to 2002. Shown are the anomalies relative to the period 1961–1990. The global mean

remained essentially constant from 1856 to the 1910s. A first warming of 0.3�C occurred through the 1940s, followed by a slight cooling.

From the early 1970s to the present, the warming exceeded 0.5�C. Data from Jones and Moberg [2003].
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the slow oceanic uptake of anthropogenic CO2, and learn
about a number of techniques that have been used to
identify and quantify anthropogenic CO2 in the ocean. We
will also investigate the role of ocean biology in this
process and will see that its influence becomes very
important once the climate system moves significantly
away from steady state as a consequence of global cli-
mate change. The response of the ocean carbon cycle to
such changes is poorly understood and thus very difficult
to predict. Observations of interannual to decadal time-
scale variability in the climate and global carbon systems
provide one of the few means to study these interactions
directly. Direct observations of atmospheric CO2 since
1958 show that the growth rate of atmospheric CO2 ex-
perienced large changes from year to year, while the

growth rate of fossil fuel emissions changed only mini-
mally. This indicates that substantial amounts of carbon
are transferred between the ocean, atmosphere, and
terrestrial biosphere reservoirs on interannual to decadal
timescales. However, there is presently little consensus
about the relative role of the oceans and of the land
biosphere in controlling these changes. Section 10.3 will
discuss these issues in more detail. An important avenue
for improving our ability to make prediction for the fu-
ture is to be able to understand the causes for the
changes seen in the past. The last section of this chapter
will investigate the glacial-interglacial CO2 problem, one
of the most puzzling questions of global carbon cycle
research.

10.2 The Anthropogenic Perturbation

Over the Anthropocene, i.e., from about 1800 to 1994,
humankind has released about 340 to 420 Pg carbon to
the atmosphere in the form of CO2 (1 Pg C¼ 1015 g C)
(see table 10.2.1) [Sabine et al., 2004]. Most of this car-
bon stems from the combustion of fossil fuels (about
240 Pg C), but a significant albeit very uncertain fraction
is associated with emissions arising from changes in
land use, such as deforestation. About 165 Pg C of these
emissions have stayed in the atmosphere, leading to an
increase in atmospheric CO2 from a preindustrial level
of about 280 ppm to about 360 ppm in 1994 (figure
10.1.2). The remainder has been redistributed within
the global carbon cycle (figure 10.1.1). Anthropogenic
CO2 emissions are expected to continue to rise well into
the twenty-first century, despite the initiation of efforts
on the international level to curb the emissions. Given
the importance of CO2 as a greenhouse gas, the scien-
tific community needs to be able to predict how much
CO2 the ocean and land biosphere will be taking up

from the atmosphere, thereby helping to mitigate the
anthropogenic CO2 burden in the atmosphere and the
associated increase in radiative forcing.

Before any prediction can be attempted, it is neces-
sary to correctly quantify the redistribution of the an-
thropogenic carbon that has been emitted since the
beginning of the industrial revolution. The budget for
the entire Anthropocene as well as that for the last two
decades have been assessed in detail [Prentice et al.,
2001; Le Quéré et al., 2003; Sabine et al., 2004]. Ac-
cording to the budgets recently established by Sabine
et al. [2004] and shown in table 10.2.1, the ocean rep-
resents the largest sink of anthropogenic CO2 over the
Anthropocene, having taken up about 118 ± 19 Pg C. It
is rivaled only by the storage in the atmospheric res-
ervoir. Over the same period, the terrestrial biosphere
acted as a net source of 39 ± 28 Pg C, the sum of an ill-
constrained source coming from land-use change
(about 100 to 180 Pg C), indicating a sink of somewhere

Table 10.2.1

Anthropogenic CO2 budget for the Anthropocene (1800–1994) and for the period of the 1980s and
1990s.
From Sabine et al. [2004].

1800–1994 1980–1999 1980–1999 (Avg)
Pg C Pg C Pg C yr�1

Constrained sources and sinks
(1) Emissions from fossil fuel and cement production 244 ± 20 117 ± 5 5.9 ± 0.3
(2) Storage in the atmosphere �165 ± 4 �65 ± 1 �3.3 ± 0.1
(3) Ocean uptake �118 ± 19 �37 ± 7 �1.9 ± 0.4

Inferred net terrestrial balance
(4) Net terrestrial balance¼ [�(1)�(2)�(3)] 39 ± 28 �15 ± 9 �0.8 ± 0.5

Terrestrial balance
(5) Emissions from changes in land use 100�180 24 ± 12 1.2 ± 0.6
(6) Terrestrial biosphere sink¼ [�(1)�(2)�(3)�(5)] �61 to �141 �39 ± 18 �2.0 ± 1.0
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between 61 to 141 Pg C. Over the last two decades, i.e.,
from 1980 to 1999, the ocean also has acted as a
strong sink for anthropogenic CO2, taking up, on av-
erage, about 1.9 Pg C yr�1, i.e., about 27% of the total
anthropogenic emissions of about 7.1 Pg C yr�1 (table
10.2.1).

How were these oceanic uptake estimates obtained,
and what controls the rate of uptake? How might the
oceanic sink for anthropogenic CO2 change in the fu-
ture when climate is predicted to be significantly al-
tered? These questions are of fundamental importance,
as the current radiative forcing associated with in-
creased atmospheric CO2 would be about 30% higher
in the absence of the oceanic sink. Furthermore, posi-
tive feedbacks could develop if the ocean became less
efficient in taking up anthropogenic CO2 in a warming
world, leading to an acceleration of the growth of CO2

in the atmosphere and therefore an acceleration of
global warming.

We address these questions next. We start with an
assessment of the oceanic uptake capacity after equilib-
rium has been reached, but will soon show that there are
strong kinetic constraints that prevent the equilibrium
from being reached within the next millennium. We
then evaluate briefly different methods that have been
employed to estimate the present uptake of anthropo-
genic CO2 by the oceans. We conclude by discussing
models that have been used to calculate the past uptake
as well as to make predictions for the future.

Capacity Constraints

If CO2 dissolved in seawater without undergoing chemi-
cal reactions like most other gases, about 70% of the CO2

emitted by anthropogenic activities would remain in the
atmosphere. However, the uptake capacity of the oceans is
greatly enhanced by the reaction of CO2 with the car-
bonate ion to form bicarbonate, making the carbonate ion
concentration the primary determinant for the oceanic
uptake capacity for anthropogenic CO2. As seen above (see
8.3.8), the buffering reaction can be written as

H2CO*
3þCO2�

3 Ð 2HCO�
3 (10:2:1)

The carbonate ion content of the ocean is not a con-
servative property, however. It is tied to the inorganic
carbon system in seawater, ([CO2�

3 ] � Alk � DIC), as
well as to the large reservoir of CaCO3 in the sediments.
The latter can absorb CO2 directly by

H2CO*
3þCaCO3 Ð Ca2þ þ2 HCO�

3 (10:2:2)

As we will discuss in more detail below, these two
buffering reactions operate on two very different time-
scales. The characteristic time for reaching equilibrium
between the atmosphere and the ocean alone is of the
order of several hundred years. The characteristic time

required for reaching equilibrium between the atmo-
sphere, the ocean, and the sea-floor sediments is on the
order of several thousand years [Broecker and Takahashi,
1977a, Archer et al., 1997]. We therefore separately
consider the case where the anthropogenic CO2 enter-
ing the ocean is neutralized by the carbonate concen-
tration in seawater alone, and the case where it is
neutralized by the carbonate ion in seawater plus the
calcium carbonate in the sediments. We will also briefly
discuss the very long-term sinks of anthropogenic CO2

stemming from the weathering reaction with CaCO3

and siliceous rocks on land.

Buffering by Dissolved Carbonate

Let us first consider the situation for an ocean with
uniform chemistry and no sediments. On the basis of
what we have learned about the CO2 chemistry so far,
we can predict how much of an incremental addition of
CO2 to the atmosphere would dissolve in the ocean
under the assumption that equilibrium is maintained,
i.e., that air-sea gas exchange and ocean mixing are fast
enough to keep the oceanic perturbation in equilibrium
with that in the atmosphere.

Let the atmospheric increment be

dNatm ¼ dwCOatm
2 Natm

tot (10:2:3)

where wCOatm
2 is the atmospheric mixing ratio, and

where Natm
tot is the number of moles of air in the at-

mosphere (Natm
tot ¼ 1:8�1020 mol). The increment in the

ocean is given by

dNoc ¼ dDIC moc (10:2:4)

where moc is the mass of the ocean volume under
consideration.

Since we assumed that the perturbation in the ocean
tracks the perturbation in the atmosphere, the incre-
mental change in oceanic pCO2 has to be equal to
the incremental change in atmospheric pCO2, which
itself is equal to the change in the mixing ratio times
the total atmospheric pressure, Patm (see panel 3.2.1,
and where we neglect the contribution of water vapor
pressure).

dpCOoc
2 ¼ dpCOatm

2 ¼ dxCOatm
2 Patm (10:2:5)

The change in the atmospheric inventory relative to the
change in the oceanic inventory is thus given by

dNatm

dNoc
¼ dxCOatm

2 Natm
tot

dDIC moc
¼ dpCOoc

2 Natm
tot

PatmdDIC moc
(10:2:6)

¼ gDIC
1

a
Natm

tot

Patm moc
(10:2:7)

where gDIC is the buffer factor defined by (8.3.14), and a
is the ratio of mean DIC and mean surface ocean pCO2.
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We have assumed that the increments d are small en-
ough so that they can be approximated by @. However,
we are more interested in calculating the fraction f of
the emissions taken up by the oceans, thus

f ¼ dNoc

dNoc þdNatm
¼

�
dNatm

dNoc
þ1

��1

¼
�
gDIC

a
Natm

tot

Patm moc
þ1

��1

(10:2:8)

If we assume that only the top 75 m of the ocean
(moc ¼ 2.7�1019 kg) is in equilibrium with the atmo-
sphere, and insert global surface average values for
DIC, pCO2, and the buffer factor, we find a fraction f
of about 0.08. If the whole ocean were available
(moc = 1.35�1021 kg), then f would be 0.81, thus about
81% of an increment added to the atmosphere would be
absorbed by the ocean. Table 10.2.1 informs us that the
present fraction f is of the order of 30%; hence the
equivalent of only about 8% of the total volume, i.e.,
about the top 350 m of the ocean, is currently equili-
brated with the atmospheric CO2 perturbation.

This estimate of f is for a small addition only. In order
to estimate the equilibrium air-sea distribution after a
pulse has been added to the atmosphere, the above
equation needs to be integrated over time. In doing so, it
is important to note that the buffer factor gDIC increases,
i.e., the buffer capacity decreases, when DIC increases
due to the addition of CO2 from the atmosphere (see
equation (8.3.16)). This effect can be understood by
considering that the uptake of CO2 from the atmosphere
depletes the CO2�

3 ion content of the ocean, therefore
decreasing its capacity for further uptake.

As a consequence of the reduction in the uptake ca-
pacity, the fraction f decreases as the perturbation grows.
Table 10.2.2 illustrates this behavior for a simplified
ocean-atmosphere carbon system. In the preindustrial
steady state, only about 1.5% of the total carbon is found
in the atmosphere, and 98.5% is in the ocean. If we add a
perturbation of 1800 Pg C to this system and let it
equilibrate, the fraction of the perturbation that goes into
the ocean is about 79.2%, whereas the fraction now re-
siding in the atmosphere is more than 10 times larger
(20.8%) than the preindustrial steady state. Sarmiento et
al. [1995] demonstrated that the effect of a decreasing
buffer capacity on the future oceanic uptake of anthro-

pogenic CO2 is large, and neglect of this effect would
lead to a substantial overestimation of the oceanic uptake
of anthropogenic CO2 by the ocean (see figure 10.2.1).
Figure 10.2.1a actually shows the ratio @DIC=@½H2CO3

* �,
which is related to the buffer factor, gDIC, by

@DIC

@[H2CO3* ]
¼ @DIC

@(K0 � pCOoc
2 )

¼ DIC

K0 � pCOoc
2

1

gDIC
¼ a

K0

1

gDIC

(10:2:9)

where Ko is the solubility of CO2, and where we use a as a
shorthand for the ratio of ocean mean DIC and pCO2

(see equation (10.2.7) above). The partial derivative,
@DIC=@½H2CO3* �, is therefore proportional to the in-
verse of gDIC, and the simulated decrease in @DIC
=@½H2CO3

* �, corresponds to an increase in the buffer
factor gDIC.

Buffering by Sediment CaCO3

In all of the above calculations we have neglected so
far the potential reaction of anthropogenic CO2 with
the CaCO3 in the sediments at the sea floor (reaction
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Figure 10.2.1: (a) The global mean instantaneous change in surface

ocean DIC resulting from a given change in H2CO3
� concentration for

the S450 and S750 scenarios in which CO2 is stabilized at 450 ppm

and 750 ppm, respectively. The large reduction in this ratio through

time is a measure of the reduction in the oceanic buffer capacity of

surface waters. (b) The annual oceanic uptake for S450 and S750

scenarios, using either full (nonlinear) chemistry (solid lines) or

simplified linear chemistry (dashed lines). The nonlinear CO2

chemistry of seawater leads to a dramatic reduction in the future

oceanic uptake of CO2, with the effect becoming larger as the atmo-

spheric perturbation increases. From Sarmiento et al. [1995].

Table 10.2.2

Distribution of carbon in a simplified ocean-
atmosphere carbon system as a function of the size of a
perturbation

Size of Perturbation (Pg C)

Preindustrial 150 600 1800

Atmosphere 1.5 16.4 17.4 20.8
Ocean 98.5 83.6 82.6 79.2

Note: Totals in all cases are normalized to 100.
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(10.2.2)). If all CO2 were absorbed by this reaction, the
net result of the invasion of anthropogenic CO2 into the
ocean would be to increase the total DIC and Alk content
of the ocean by two moles for each mole of CO2 taken up
from the atmosphere. In this case, the CO2�

3 ion content,
which we can approximate by Alk�DIC, would remain
constant. Therefore, this buffering reaction compensates
nearly completely for the decrease in the buffer capacity
stemming from the CO2�

3 ion consumption (see panel
8.3.1), leading to almost no change in gDIC as anthropo-
genic CO2 builds up in the ocean. This can be understood
by considering the approximation for the buffer factor
given in (8.3.16) and rearranging it to express it in terms
of the Alk/DIC ratio, i.e.,

gDIC � 3 � Alk � DIC � 2 � DIC2

(2 � DIC � Alk)(Alk � DIC)
(10:2:10)

� 2 � DIC � 3 � Alk
Alk

DIC
� 2

� �
(Alk�DIC )

(10:2:11)

As DIC and Alk change equally as a result of the
buffering reaction of anthropogenic CO2 with CaCO3

(10.2.2), neither the numerator nor the denominator
of (10.2.11) change much, thus explaining why gDIC

changes little in this case. As a consequence of this
buffering with CaCO3, the fraction of CO2 ultimately
ending up in the ocean is significantly larger if the
dissolution of calcium carbonate at the sea floor is
considered. Archer et al. [1997] find that the buffering by
the calcium carbonates in the oceanic sediments in-
creases ocean uptake fraction by about 10 to 15% de-
pending on the size of the anthropogenic perturbation
(see figure 10.2.2).

Buffering by Weathering

In addition to the neutralization of the anthropogenic
CO2 by CaCO3 on the sea floor, an additional fraction
will be neutralized by weathering reactions of atmo-
spheric CO2 with mineral carbonates on land. After
complete neutralization with the ocean and CaCO3

rocks, about 8% of a CO2 release will remain in the
atmosphere [Archer et al., 1997, 1998] (see also figure
10.2.2). The remaining CO2 will react very slowly with
igneous rocks on land by the reaction

2CO2þCaSiO3þ3H2O Ð 2HCO�
3 þCa2þ þSi(OH)4

(10:2:12)

Since the reservoir of these siliceous rocks is much
larger than the amount of fossil fuel CO2, all emitted
CO2 will eventually disappear from the atmosphere.
This latter reaction is of fundamental importance in
controlling atmospheric CO2 on geological timescales
[Walker et al., 1981], since it balances the CO2 that is
degassed from volcanoes.

Kinetic Constraints

The above considerations provide us with a simple tool
to estimate the amount of anthropogenic CO2 that the
ocean will have taken up for a given CO2 emission after
equilibrium has been reached between the atmosphere
and ocean. Our finding that only a small fraction of the
ocean has equilibrated with the anthropogenic CO2

emissions that occurred over the last 200 years indi-
cates, however, that the timescale required for equili-
bration must be longer than this period. Therefore, one
or several of the processes that control the oceanic
uptake of anthropogenic CO2 must be strongly rate-
limiting, providing strong kinetic constraints on the
oceanic uptake of anthropogenic CO2.

Atmospheric Pulse Response

The timescales associated with the removal of anthro-
pogenic CO2 from the atmosphere can be assessed by
investigating how quickly a pulse of CO2 emitted into
the atmosphere disappears from it [Maier-Reimer and
Hasselmann, 1987; Sarmiento et al., 1992]. Figure 10.2.3
shows the result of a simulation that followed this ap-
proach using a three-dimensional ocean general circu-
lation model, to which a full ocean carbon cycle model
was coupled. This model also includes a representation
of ocean sediments, as well as a simple parameteriza-
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remaining in the atmosphere after equilibration is determined by the

magnitude sequestered by the ocean by reaction with carbonate and

sea-floor CaCO3. For an emission of 4000 Pg C, these two processes

remove about 87% of the emission, leaving 13% in the atmosphere.

From Archer et al. [1997].
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tion of CO2-consuming weathering processes on land
[Archer et al., 1997].

This simulation reveals that it takes about 400 years
for the first half of the initial pulse to disappear, and
that it takes another 1000 years for an additional 25% of
the initial pulse to be removed from the atmosphere.
This simulation also shows that after the first 1000
years, the oceanic uptake that is driven by the solution of
atmospheric CO2 in seawater and reaction with CO2�

3

becomes negligible, and that neutralization of the CO2

by reaction with CaCO3 on the sea floor becomes dom-
inant. At the same time, reaction of atmospheric CO2

with CaCO3 on land begins to be a relevant removal
process. After 30,000 years, the contribution of these two
processes becomes small, and most of the removal of the
initial pulse is governed by the consumption of atmo-
spheric CO2 by weathering of silicate rocks on land.

In summary, for an atmospheric CO2 pulse of 1000
Pgc, chemical buffering by the inorganic carbon chem-
istry of the seawater sequesters about 80% on time-
scales of several hundred years, with the exact fraction
depending on the size of the pulse (see figure 10.2.2)
[Archer et al., 1997]. Neutralization of CO2 with the cal-
cium carbonate on the sea floor accounts for an additional
10% decrease in the atmospheric CO2 pulse on a time-
scale of about 4000 years. Reaction with CaCO3 on land
contributes 2%, with a timescale of about 10,000 years.
After several tens of thousands of years, about 8% of the
initial pulse remains in the atmosphere. On timescales of
several hundred thousands of years, this remaining CO2

will react with igneous rocks on land, so that the entire
initial pulse will disappear from the atmosphere on
timescales approaching a million years. What determines
the dynamics of these removal processes, particularly
those associated with the buffering by the ocean?

Ocean Uptake and Buffering with

Dissolved Carbonate

Let us first consider ocean uptake only, i.e., the removal
of an atmospheric CO2 perturbation driven solely by the
dissolution of CO2 into seawater and subsequent reac-
tions with the CO2�

3 ions. There are two possible rate-
limiting steps that determine the kinetics of the ocean
uptake: air-sea gas exchange and transport of CO2 from
the surface layers into the interior of the ocean. We have
seen in chapter 8 that the characteristic time for a 40 m
deep surface layer to reach equilibrium with the atmo-
sphere by air-sea gas exchange is about 6 months. This
is much smaller than the timescale of the anthropogenic
perturbation, which has an e-folding time of several
decades, the exact value depending on the time period
considered. One can therefore expect that air-sea ex-
change is generally not the rate-limiting step for the
oceanic uptake of anthropogenic CO2 from the atmo-
sphere. This is confirmed by model simulations of
oceanic uptake, which demonstrate a modest response
of only approximately 10% to a doubling or halving of
the gas exchange coefficient (see table 3.3.4).

It therefore must be the downward transport of the
anthropogenic CO2 burden from the surface into the in-
terior of the ocean that is the rate-limiting step for the
CO2 uptake by the oceans. In chapter 2, we were able to
establish with the help of several tracers that the time-
scale for the ventilation of the thermocline is between a
couple of years and decades, while the ventilation time-
scale for the deep ocean is several hundred years. Given
this long timescale for deep water ventilation, it becomes
obvious that the time required for an atmospheric CO2

pulse to reach equilibrium in an ocean-atmosphere sys-
tem must be on the order of a thousand years or more.

We can investigate the transport of anthropogenic
CO2 out of the surface layer into the interior of the
ocean by inspecting how quickly a pulse of anthropo-
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contributions of four different processes to the sequestration. The

four processes are ocean invasion, reaction of the anthropogenic CO2

with mineral calcium carbonates at the sea floor, reaction with cal-

cium carbonates on land, and sequestration by silicate weathering.

Note that the exact shape of the atmospheric pulse response depends

on the size of the pulse because of the nonlinearity of the oceanic

buffer factor. This pulse here has been calculated for a pulse size of

3000 Pg of carbon. Based on results by Archer et al. [1997].
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genic CO2 (or any other passive and conservative tracer)
that is injected into the mixed layer decreases [ Joos et al.,
1996]. In addition to its value as a tracer of oceanic
transport processes, the mixed layer pulse has proved
valuable in developing simple models of the ocean
carbon sink. By contrast with the use of an atmospheric
pulse, in which the response function depends on the
amount of carbon added because of how this affects the
buffer capacity, use of a mixed layer pulse response
with direct calculation of the air-sea equilibration gives
a model that does not depend on the pulse size (see Joos
et al. [1996]). Figure 10.2.4 shows such mixed layer
pulse-response functions for different ocean carbon
models for the first 100 years. All models show a rela-
tively rapid removal of the pulse in the first few years,
followed by a strongly decelerated decrease with time.

Joos et al. [1996] demonstrated that these pulse-re-
sponse functions can be very closely approximated by
fitting to them a series of exponential functions. In the
case of the 3-D circulation model, their fits show that
about 64% of the initial pulse disappears with an
e-folding time of less than a year. An additional 23%
decays with an e-folding timescale of 2 years, 6% with
an e-folding timescale of 15 years, 3% with an e-folding
timescale of 65 years, and 2% with an e-folding time-

scale of 348 years. The response function asymptotes to
a value of about 2% of the initial pulse, since this
constitutes the ocean mean concentration after the
whole ocean has equilibrated with the initial pulse. The
various timescales can be interpreted as reflecting how
quickly waters are transported into different depth
realms of the ocean. Because upper ocean ventilation is
relatively vigorous, the anthropogenic CO2 is, at first,
quickly removed from the upper ocean mixed layer.
However, ocean ventilation tends to decrease with in-
creasing depth, so it takes longer for anthropogenic
CO2 to be transported into these deeper realms.

These pulse-response functions not only provide a
measure of timescales, but also quantitatively describe
the entire dynamics of the transport of anthropogenic
CO2 and any other passive and conservative tracers
from the surface mixed layer into the ocean’s interior.
This is because oceanic transport and mixing is linear,
and up to now, we can assume that ocean circulation
has not changed dramatically over the last 200 years.
We can therefore use these pulse-response functions
(also referred to as Green’s functions) as a basis for a
very simple model that permits us to accurately esti-
mate the uptake of any passive and conservative tracer
by the ocean without resorting to simulations with
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much more complex two- and three-dimensional ocean
biogeochemical models (see Joos et al. [1996] for a
complete description of the method).

Let us describe the pulse response function as rs(t).
The surface concentration of anthropogenic DIC, Cant(t)
(mmol m �3), where t is any time after the beginning of
the Anthropocene, to, reflects the accumulated air-sea
flux of anthropogenic CO2 from the atmosphere, Fas

(mmol m �2 yr�1), weighted by how much of this up-
take has been transported away into the interior over
time. This weighting is described by the pulse response
function, rs. This gives:

Cant(t) ¼
1

h

Z t

to

Fant(t
0)rs(t � t0)dt0 (10:2:13)

where h is the depth of the surface mixed layer. As is
the case for any gas (see chapter 3, equation (3.3.6)), the
air-sea flux of anthropogenic CO2 is directly propor-
tional to the air-sea partial pressure difference of an-
thropogenic CO2 and a gas exchange coefficient, kg,
(mmol m�2 yr�1 matm�1),

Fant(t) ¼ kg (dpCOatm
2 (t) � dpCOoc

2 (t)) (10:2:14)

where dpCO2 denotes the anthropogenic perturbation
to atmospheric and oceanic pCO2 in matm. The an-
thropogenic perturbation of oceanic pCO2 is linked to
Cant(t) by the buffer factor gDIC:

dpCOoc
2 (t) ¼ gDIC

a
Cant(t) (10:2:15)

where a is the DIC/pCO2 ratio (see eq. (10.2.9)).
By combining (10.2.13) with (10.2.14) and (10.2.15),

and using a pulse-response function rs(t) determined
from one of the models, the oceanic uptake of anthro-
pogenic CO2 for any given time trajectory of the atmo-
spheric CO2 perturbation can be computed with great
accuracy. The only limiting assumption is that the oce-
anic circulation has to remain steady. Joos et al. [1996]
provide accurate formulations for the buffer factor gDIC

over a wide range of atmospheric CO2 perturbations and
also functional forms for the pulse response functions
rs(t) for a suite of ocean biogeochemical models.

Buffering by Sediment CaCO
3

The dynamics of the buffering of anthropogenic CO2 by
sea-floor CaCO3 is very slow and takes thousands of
years (figure 10.2.2). This is much slower than the
timescale of hundreds of years involved in taking up
anthropogenic CO2 from the atmosphere and trans-
porting it from the surface into the interior of the
ocean. An important reason for the slow dynamics of
sea-floor CaCO3 buffering is that most of the CaCO3 in
the sediments is found at mid-depths of the water col-
umn (see figure 9.1.3). Anthropogenic CO2 must first
reach these depths before it can start to dissolve the

CaCO3 in the sediments. In addition, the rate of dis-
solution induced by anthropogenic CO2 seems to be
relatively small [Archer et al., 1998], a result of slow
diffusion of the bottom water signal into the sediments
as well as the slow kinetics of dissolution (see chapter
9). This increases the timescale for the sea-floor neu-
tralization of anthropogenic CO2 further.

The exact timescales for the neutralization of the
anthropogenic CO2 with calcium carbonate are associ-
ated with quite large uncertainties. Fortunately, these
timescales are sufficiently long so that the contribution
of calcium carbonate buffering can be neglected when
considering anthropogenic CO2 uptake over the last
two centuries and well into the next century. This is
supported by the results of Archer et al. [1998], who
found that the difference between the oceanic uptake of
a model with and without calcium carbonate was much
less than 1%. In contrast to the anthropogenic CO2

perturbation, these buffering reactions are of great
importance when considering millennial timescale
changes in the global carbon cycle, as they give rise to
substantial feedbacks, as discussed in association with
CaCO3 compensation in chapter 9.

Anthropogenic CO
2
Uptake

So far, we have found that it will take several hundred, if
not thousands of years until anthropogenic CO2 is fully
equilibrated between the atmosphere, the ocean, and the
sediments on the sea floor. For human societies, how-
ever, it is of much more concern to know the current
redistribution of anthropogenic carbon in the global
carbon cycle and how this may change over the next few
decades. This is a topic of intense research, and a number
of breakthroughs in the past decade have permitted the
scientific community to put relatively strong constraints
on the oceanic uptake of anthropogenic CO2 (see dis-
cussion in Prentice et al. [2001], Sarmiento and Gruber
[2002], and Sabine et al. [2004]).

In the global budget of anthropogenic CO2 (table
10.2.1), there are only two terms that have been mea-
sured directly. One is the emission of CO2 by burning
of fossil fuel and cement manufacture. The other is the
increase in the atmospheric CO2 concentration, which
has been measured directly since 1958 at Mauna Loa,
Hawaii and the South Pole [Keeling et al., 1989]. These
measurements have been extended back in time by
measuring CO2 in ice cores and firn [Neftel et al., 1985;
Etheridge et al., 1996]. The remaining two budget
terms (ocean uptake, net exchange with the terrestrial
biosphere) have to be estimated by less direct means.
We focus here on the oceanic uptake only. A good
understanding of the magnitude and variability of the
oceanic sink for anthropogenic CO2 also provides im-
portant constraints for the net exchange of anthropo-
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genic CO2 with the terrestrial biosphere, which is very
difficult to measure directly.

This section gives a brief overview of the different
approaches proposed so far for estimating the current
CO2 uptake by the oceans. We fill first investigate what it
takes to estimate this uptake by direct means, i.e.,
measuring the flux across the air-sea interface, or by mea-
suring the long-term increase of DIC. Given our cur-
rently limited ability to follow these direct approaches,
inventory methods that attempt to separate the small
anthropogenic CO2 signal from the large natural back-
ground have played a very important role in our deci-
phering of the anthropogenic CO2 uptake by the ocean.
After the discussion of these inventory methods, we turn
to the atmospheric oxygen method, which has given us a
lot of insight into the oceanic uptake since the early
1990s. The reader interested in more detail is referred to
the IPCC summaries [Schimel et al., 1995, 1996; Prentice
et al., 2001] and to the overviews by Siegenthaler and
Sarmiento [1993] and by Wallace [1995].

Direct Estimation

The most direct means to estimate the oceanic uptake of
anthropogenic CO2 is to measure the increase of DIC in
the oceans over time, as done for the atmosphere. How
large do we expect the signal to be? We can estimate the
rate of increase of DIC in the surface ocean using the
buffer factor, gDIC, and making the assumption that
the inorganic carbon system in the surface ocean stays
in equilibrium with the atmospheric perturbation:

@DIC

@t
¼ @DIC

@pCO2

@pCOoc
2

@dt
¼ 1

gDIC

DIC

pCOoc
2

@pCOatm
2

@t

¼ a
gDIC

@pCOatm
2

@t
(10:2:16)

where a is the DIC=pCOoc
2 ratio.

The average rate of change of atmospheric pCO2 from
1975 to 1995 was about 1.5matm yr�1 [Keeling and Whorf,
1998]. Inserting the surface ocean mean DIC (2026
mmol kg�1, see table 8.2.4), a buffer factor of 10, and a pCO2

of 350matm results in a predicted DIC increase of about
0.9mmol kg�1 yr�1, i.e. a change of 9mmol kg�1 over a ten-
year period. The change is larger (1.1mmol kg�1 yr�1) in
the low latitudes and smaller in the high latitudes
(0.8mmol kg�1 yr�1) because of the spatial variation in the
buffer factor. Note that this is counterintuitive, since one
would expect the high latitudes, because of their colder
temperature, to take up more anthropogenic CO2 for a
given atmospheric pCO2 perturbation than the warmer low
latitudes. However, in this case, the buffer capacity is the
determining factor, and not the CO2 solubility. We will
discuss this in detail in the following section.

The present measurement precision of DIC is about
1mmol kg�1, good enough for potentially detecting such a

signal over a few years. However, temporal and spatial
variability of DIC is large, making such a detection diffi-
cult. We have seen, for example, that seasonal variations
exceeding 30mmol kg�1 occur at many places. Neverthe-
less, existing long-term observations of DIC in the surface
ocean are in relatively good agreement with the expected
increase computed from (10.2.16) (see figure 10.2.5).

Some of the limitations imposed by spatio-temporal
variability can be overcome by fitting the DIC content in
seawater at one time with a multiple linear regression
model against a number of tracers unaffected by the an-
thropogenic transient, and then determining the differ-
ence between the predicted and the measured DIC at a
later time [Wallace, 1995]. However, this approach re-
quires two data sets of high quality separated sufficiently
in time. The GEOSECS survey in the 1970s and the
WOCE/JGOFS effort of the 1990s provide in principle two
such data sets [Wallace, 2001], but the high inaccuracy
and imprecision of the GEOSECS data (about 10mmol
kg�1) make this approach so far only partially successful
[Sabine et al., 1999; Peng et al., 1998, 2003; McNeil et al.,
2001]. An ongoing program to resample many of the cruise
tracks that were sampled during the WOCE/JGOFS era
will vastly expand the opportunities in the future to detect
the increase of anthropgenic CO2 in the ocean over time.

An alternative approach to assess the uptake of an-
thropogenic CO2 by the ocean is estimate the exchange
of CO2 across the air-sea interface (see figure 8.1.1).
Although the flux at any given location represents the
superposition of a preindustrial (i.e., natural) flux and
the anthropogenic perturbation flux, the globally inte-
grated air-sea flux should be equal to the total oceanic
uptake of anthropogenic CO2 plus a global net air-sea
flux of natural CO2 associated with the balance between
riverine input of organic and inorganic carbon and sea-
floor burial [Sarmiento and Sundquist, 1992] (see figure
10.1.1).

We can estimate the level of the observational chal-
lenge associated with this approach by computing the
partial pressure of CO2 difference across the air-sea
interface associated with the anthropogenic CO2 up-
take. Current estimates of the globally integrated oce-
anic uptake of anthropogenic CO2 uptake are about
2 Pg C yr�1, or 1.6 � 1014 mol C yr�1 [Prentice et al., 2001].
Dividing this estimate by the ocean area of about
360�1012 m�2 gives a mean anthropogenic CO2 flux,
Fant, of about 0.5 mol m�2 yr�1. Using the air-sea flux
equation (10.2.14) and solving it for the partial pressure
difference gives

DpCOant
2 ¼ Fant

kg
¼ 0:5 mol m�2 yr�1

0:065 mol m�2 yr�1 latm�1
� 8 latm

(10:2:17)

where we used the globally averaged kg of 0.065
mol m�2 yr�1 matm�1 given in table 3.3.3.
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Figure 10.2.5 Upper ocean time series of DIC, Alk, the 13C/12C ratio of DIC, and calculated oceanic pCO2 from BATS (Bermuda) and HOT

concentrations have been normalized to a constant salinity in order to remove the effect of freshwater fluxes. Distinct long-term trends are visible

and the 13C/12C ratio of sDIC, owing to the uptake of anthropogenic CO2 from the atmosphere. Also shown are the atmospheric pCO2, indicating

roughly following the atmospheric trends. The trend of oceanic pCO2 (non-salinity nomalized) is slightly elevated at HOT, likely the result of

variability–induced changes in rainfall patterns and water mass changes that occured there around 1996/1997 (see Dore et al. [2003] and Keeling
Data are from Gruber et al. [2002] and Keeling et al. [2004].



The precision and accuracy of current measurements
of oceanic pCO2 is a few matm, so this anthropogenic air-
sea pCO2 difference of about 8 ppm is fundamentally
amenable to direct observation. However, we have also
seen in chapters 3 and 8 (e.g., figures 3.1.3, 8.1.1, and
8.3.7) that oceanic pCO2 has spatial and temporal vari-
ations that exceed 100 ppm in many places, therefore
making the sampling requirements for adequately tak-
ing into account the observed spatiotemporal variability
extremely high. At the moment, despite the most recent
synthesis of more than 1 million DpCO2 observations by
Takahashi et al. [2002], many key regions of the surface
ocean, such as the Southern Ocean, remain under-
sampled. A further problem of this approach is the large
uncertainty associated with estimates of the gas ex-
change coefficient kg (see discussion in chapter 3). A
final source of uncertainty is the poorly known natural
efflux of CO2 from the ocean as a result of the riverine
input of inorganic and organic carbon. Future im-
provements in the observational coverage as well as our
understanding of the factors that control kg will, how-
ever, make this approach substantially more attractive.

Because of the current difficulties of direct detection,
the amount of anthropogenic CO2 taken up by the
ocean is often estimated by less direct means. The ap-
proach most commonly employed in the past has been
the use of ocean models designed to take into account
not only the thermodynamic capacity of seawater but
also air-sea gas exchange and vertical transport. Despite
large differences in complexity, most models predict

fairly similar uptake rates of about 2.0 ± 0.4 Pg C yr�1

[Prentice et al., 2001; Matsumoto et al., 2004]. However,
as outlined in table 10.2.3, several additional methods
exist to estimate the oceanic uptake of anthropogenic
CO2. We will limit our discussion here to the inventory
approach and the atmospheric oxygen method.

Reconstruction of Anthropogenic CO
2
Inventory

Brewer [1978] and Chen and Millero [1979] were the first
to point out that the anthropogenic CO2 can be esti-
mated by correcting the measured DIC in a water
sample for the changes that have occurred due to the
remineralization of organic matter and the dissolution
of carbonates since it last lost contact with the atmo-
sphere, DDICbio, and by subtracting preformed prein-
dustrial DIC, DIC0

pi, i.e.,

Cant ¼ DICobs�DDICbio�DIC0
pi (10:2:18)

where the biological correction is estimated from AOU
and the difference between in situ and preformed Alk,
Alk0:

DDICbio ¼ �rC:O2
AOU � 1

2
(Alk � Alk0 � rN:O2

AOU)

(10:2:19)

where rC:O2
and rN:O2

are the stoichiometric C:O2 and
N:O2 ratios during remineralization of organic matter.
The first term on the right-hand side of (10.2.19) con-
stitutes the change in DIC due to the remineralization

Table 10.2.3

Summary of Methods to Estimate the Oceanic Uptake of Anthropogenic CO2

Method Present Uncertaintyy Spatial Coverage References (Selected)

Direct Observational Methods

Air-sea fluxes of CO2 L regional Tans et al. [1990]; Takahashi et al. [2002]
Repeated transects M regional Peng et al. [1998]
DIC multi-parameter analysis M regional Wallace [1995]
Total inventory methods M–L regional Brewer [1978]; Chen and Millero [1979]; Gruber

et al. [1996]

Indirect Observation Methods

Atmospheric O2 and CO2 M–L global Keeling and Shertz [1992]
Inversion studies of atm. CO2 L regional Bolin and Keeling [1963]; Gurney et al. [2002]
Oceanic change in 13C inventory L global Quay et al. [1992]
Air-sea disequilibrium of @13C M–L global Tans et al [1993]; Gruber and Keeling [2001]
Dynamic constraints of @13C M–L global Hemann and Maier-Reimer [1996]
Tracer analogues

(14C, 3H, CCI4, CFCs) M–L regional McNeil et al. [2003]

Model-Based Estimates

Tracer-calibrated box models M global Oeschger et al. [1975]; Siegenthaler and Joos [1992]
Dynamic 2-D/3-D models M regional Maier-Reimer and Hasselman [1987]; Sarmiento

et al. [1992]; Orr et al. [2001]

ysubjectively estimated (M: medium; L: large)
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of organic matter since the water parcel was last in
contact with the atmosphere, and the second term
represents the corresponding change in DIC due to the
dissolution of CaCO3. The factor 1/2 arises from the
fact that the dissolution of CaCO3 changes Alk and DIC
in a 2:1 ratio. The AOU term in the carbonate correc-
tion term is a result of the influence of the soft-tissue
pump on Alk (see chapter 8).

The easiest way of interpreting (10.2.18) is to view
it in direct analogy to the computing of preformed
properties discussed in chapter 5. The expression
DICobs�DDICbio is directly equivalent to the computa-
tion of a preformed concentration, i.e., the biological
correction takes a water sample at any given location in
the ocean interior and moves it back to the surface,
where it was last in contact with the atmosphere. The
anthropogenic CO2 concentration is then the difference
between this preformed DIC concentration and the
preformed concentration that existed in preindustrial
times, DIC0

pi:
However, the Brewer, Chen and Millero approach

never found general acceptance, since the uncertainties
were regarded as too large [Shiller, 1981, 1982; Broecker
et al., 1985b], particularly because of very large un-
certainties associated with the estimation of DIC0

pi.
However, Gruber et al. [1996] showed that this approach
can be significantly improved by taking advantage of
the fact that we can estimate water mass ages on the
basis of a number of transient tracers (see discussion in
chapter 2).

The most relevant change to the original technique
by Brewer and by Chen and Millero was to separate the
DIC0

pi term into a preindustrial equilibrium term, i.e.,
the DIC concentration a given water parcel would have
if it had been in equilibrium with preindustrial atmo-
spheric CO2 for a given salinity S, temperature T, and
preformed alkalinity Alk0, i.e., DICeq pi and a disequi-
librium term DDICdiseq, i.e.,

DIC0
pi ¼ DICeq pi þDDICdiseq (10:2:20)

Inserting (10.2.20) into (10.2.18) gives

Cant ¼ DICobs � DDICbio � DICeq pi � DDICdiseq (10:2:21)

¼ DC* � DDICdiseq (10:2:22)

where we combined the first three terms on the right-
hand side of (10.2.21) into DC*. The tracer DC* is
nearly conservative in the ocean interior and can be
calculated on the basis of concurrent observations of
DIC, Alk, temperature, salinity, oxygen, and nutrients.
This tracer is also directly related to the C* tracer used
in chapter 8 for separating the different pump com-
ponents from the observed variations of DIC. The
reader interested in details is referred to Gruber et al.
[1996] and Gruber and Sarmiento [2002].

Therefore, in order to estimate Cant, we are left with
the need to estimate the disequilibrium term DDICdiseq.
Given an equilibration timescale of nearly a year for the
air-sea exchange of CO2, this disequilibrium term,
which corresponds directly to a DpCO2 at the time a
water parcel was last in contact with the atmosphere,
can be quite large.

Gruber et al. [1996] made three important assump-
tions to estimate DDICdiseq. First, they argued that the
expected changes of this disequilibrium over time are
small, and therefore assumed it to be constant. Their
argument was based on the expectation that the long-
term change in this disequilibrium driven by the an-
thropogenic CO2 perturbation is on the order of a few
mmol kg�1 only. Although this argument is correct, the
fact that the disequilibrium is actually changing over
time makes this assumption one of the largest sources
of error in this method (cf. Matsumoto and Gruber
[2005]). The second assumption is that ocean circula-
tion and mixing occurs predominantly along isopycnal
surfaces, permitting us to do the analyses on them.
This requires also the consideration of the different
end-members present on these isopycnals. Finally, the
method assumes that the natural carbon cycle has re-
mained in an approximate steady-state over the An-
thropocene, i.e. the last 250 years.

With these assumptions, the estimation of DDICdiseq

is straightforward when examining deep isopycnal
surfaces that have slowly ventilated regions where it is
safe to assume that there is no anthropogenic CO2 (see
figure 10.2.6a). In those regions, Cant in (10.2.22) is
zero, and we can estimate the disequilibrium for the
water mass i that dominates this portion of the iso-
pycnal surface simply by averaging DC*:

DDICi
diseq(s) ¼ DC*js¼ const (10:2:23)

This approach fails, however, on isopycnal surfaces that
are shallower and rapidly ventilated. Here anthropogenic
CO2 has already affected the entire density surface, and
therefore no uncontaminated region can be found. For
these density surfaces, Gruber et al. [1996] take advantage
of the availability of age tracers that permit them to esti-
mate the ventilation age of a water parcel. One can then
compute the DIC equilibrium concentration at the time, t,
a water parcel was last in contact with the atmosphere,
DICeq(t), which given the assumption of a constant air-
sea disequilibrium differs from DICeq pt by Cant., i.e.
DICeq(t)¼DICeq piþCant. One could use this ‘‘shortcut’’
method to estimate Cant (see McNeil et al. [2003] for an
application), but the neglect of the change in the air-sea
disequilibrium makes this shorcut method biased high.
Instead, Gruber et al. [1996] inserted DICeq(t) into (10.2.21)
and solved for DDICdiseq¼DICobs�DICbio�DICeq(t),
where the right hand side was equated with the modified
DC* tracer, DC�

t . Thus analyzing the variations of DC�
t on

409

Carbon Cycle, CO2, and Climate



these shallow isopycnal surfaces permits us to determine
the DDICdiseq terms of the different end members, i:

DDICi
diseq(s) ¼ DC*

t js¼const (10:2:24)

Once the disequilibria have been determined for all
surfaces and n end-members, the amount of anthro-
pogenic CO2 can finally be calculated from (10.2.22):

Cant ¼ DC* �
Xn

i¼1

f iDDICi
diseq(s) (10:2:25)

where f i are relative contributions from each end-
member.

A number of investigators have applied this tech-
nique to various ocean basins [Gruber, 1998; Sabine
et al., 1999, 2002a; Lee et al., 2003], with Sabine et al.
[2004] providing a global synthesis. Figure 10.2.6 shows
the resulting vertical distribution of Cant along a global
section from the Atlantic to the Pacific.

Near-surface concentrations of Cant are highest in
subtropical regions and tend to decrease toward the high
latitudes. They also tend to be higher in the Atlantic than
in the Pacific. This is surprising, since given the higher
solubility of CO2 in colder waters, one might at first think
that the high latitudes should contain more anthropo-
genic CO2. However, integrating (10.2.16) over the An-
thropocene and assuming that the buffer factor, gDIC,
remained constant, shows that the amount of Cant in the

surface ocean expected from equilibrium uptake is in-
versely proportional to the buffer factor:

Cant(t) ¼
Z t0¼ t

t0¼pi

@[DIC]

@t
dt0 ¼ a

gDIC

Z t0¼ t

t0¼ pi

@pCOatm
2

@t
dt0

¼ a
gDIC

(pCOatm
2 (t) � pCOatm

2 (t¼pi))

(10:2:26)

As the buffer factor is substantially larger in the high
latitudes, and lower in the low latitudes (mainly a
consequence of variations in the Alk/DIC ratio, see
(10.2.11)), the low latitudes can store substantially more
anthropogenic CO2 than the high latitudes for a given
atmospheric CO2 perturbation. The North Atlantic has
a particularly low buffer factor, and therefore tends to
contain the highest surface concentrations of anthro-
pogenic CO2. The reconstructed surface concentrations
are in quite good agreement with those computed by
inserting typical values in (10.2.26) for the early 1990s,
when atmospheric pCO2 was about 360 matm (see figure
10.1.2). The indication of somewhat lower anthropo-
genic CO2 content in the surface waters of the high
southern latitudes compared to the expectations from
equilibrium indicates that these waters are not able to
completely track the atmosphere. This is presumably the
result of three factors: the short residence time of these
surface waters, substantial dilution by mixing with sub-
surface waters containing little Cant, and effective inhi-
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bition of air-sea gas exchange by sea ice, especially dur-
ing winter.

Figure 10.2.7 also reveals substantial meridional
differences in vertical penetration of the anthropogenic
CO2 signal. In the tropics, Cant rapidly decreases with
depth, whereas the vertical penetration of the signal is
much deeper in the subtropical and temperate lati-
tudes. The symmetry breaks down further toward the
poles. In the North Atlantic north of 60�N, deep vertical
penetration of Cant is found, with concentrations above
10 mmol kg�1 down to the bottom. In sharp contrast to
this, only a shallow vertical penetration of anthropo-
genic CO2 is found in the Southern Ocean south of
50�S and in the North Pacific north of 50�N. Since
anthropogenic CO2 can be regarded as a conservative
tracer, i.e., it is not affected by biological processes, its
distribution in the interior is determined by ocean
transport only. Can we understand the distribution
exhibited by the reconstructed Cant based on what we
have learned about ocean circulation in chapter 2?

The shallow vertical penetration in the tropics and
the deeper penetration in the subtropical and temperate
zones are primarily reflecting the structure and venti-
lation of the thermocline. The sharp contrast between
the North Atlantic, the Southern Ocean, and the North
Pacific requires more discussion. The deep penetration

of Cant into the deeper layers of the North Atlantic is
clearly a consequence of the formation of Labrador Sea
Water and North Atlantic Deep Water and the subse-
quent transport of these water masses deep into the
interior of the North Atlantic. In contrast, the absence
of any deep water formation in the North Pacific pre-
vents deep penetration of Cant in this region.

But why is the vertical penetration of Cant so low in
the Southern Ocean, despite the fact that deep water
formation is well known to occur around Antarctica?
We have discussed already that surface waters in the
Southern Ocean are lagging behind the atmospheric
CO2 increase. This deficit in anthropogenic CO2 is then
aggravated by the fact that the sinking water entrains
large amount of old waters containing little or no an-
thropogenic CO2, leading to only a small Cant signal in
Antarctic Bottom Water.

Figure 10.2.8 shows dramatically the resulting differ-
ences in column inventories of Cant, i.e., vertically inte-
grated Cant. The highest column inventories are found
in the mid-latitudes of the North Atlantic, and at mid-
latitudes in the southern hemisphere. By contrast, the
column inventories are smaller in the equatorial regions,
and in the high-latitude Southern Ocean. Note that this
distribution only reflects where anthropogenic CO2 is cur-
rently stored, and not where it actually entered the ocean.
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Figure 10.2.7: Vertical section of reconstructed anthropogenic CO2 (mmol kg�1) along the track shown in figure 2.3.3a. See also color plate 8.

Anthropogenic CO2 was estimated from the observed DIC distribution shown in figure 8.1.3a using the method described in the text

[cf. Gruber et al., 1996].
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One method to address the question of what the
distribution of surface fluxes of anthropogenic CO2 has
to be in order to generate the observed pattern of Cant in
the ocean interior is a Green’s function inversion
method [Enting, 2002]. In such an inversion, prescribed
fluxes of a dye are released at the surface in a number
of predetermined regions in an Ocean General Circu-
lation Model (OGCM) and the model is then integrated
forward in time. In the case of anthropogenic CO2, the
fluxes need to be scaled in proportion to the expected
increase in uptake over time, i.e., with the magnitude of
the atmospheric perturbation, and the model is then
integrated forward in time only for the duration of the
Anthropocene, i.e., about 250 years [Gloor et al., 2003].
The modeled dye concentrations are then sampled at
the locations of the observations, providing a link be-
tween concentrations at these locations and fluxes in the
various regions. The inversion then attempts to scale the
magnitude of the fluxes in the various regions in order
to obtain an optimal fit between the estimated resulting
concentrations and the actually observed ones.

The results of such an inversion of the reconstructed
anthropogenic CO2 distribution are shown in figure
10.2.9 [Gloor et al., 2003]. This inversion suggests, for
example, that the high storage of Cant in the mid-
latitudes of the southern hemisphere is primarily dri-
ven by high uptake of anthropogenic CO2 at more

southerly latitudes in the subantarctic zone and sub-
sequent transport of this Cant into the ocean interior
following the paths of Subantarctic Mode Water and
Antarctic Intermediate Water [Gloor et al., 2003]. There
exists, therefore, a substantial lateral transport of an-
thropogenic CO2 in the ocean, which connects uptake at
places where deeper waters, generally deficient in an-
thropogenic CO2, come to the surface and take up an-
thropogenic CO2 from the atmosphere, with storage in
the regions of deep thermoclines and net convergence
in the mid-latitudes.

The column inventories shown in figure 10.2.8 sum to
a global inventory of anthropogenic CO2 of 106 ± 17 Pg C
for 1994. Sabine et al. [2004] showed that an additional
12 Pg C is stored in marginal seas, such as the Arctic
Ocean, bringing the total amount of anthropogenic CO2

taken up by the ocean to 118 ± 19 Pg C. Table 10.2.1
shows that this oceanic sink over the Anthropocene
(1800–1994) corresponds to nearly half of the total CO2

emissions from fossil fuel burning and cement produc-
tion over the 1800–1994 period (about 244 ± 20 Pg C).
Together with the well-known atmospheric CO2 in-
crease, which corresponds to 165 ± 4 Pg C, this number
permits us to constrain the net terrestrial exchange to be
a net source to the atmosphere of about 39 ± 28 Pg C.
This net flux is the sum of poorly known emissions from
land-use change (about 100 to 180 Pg C), and an inferred
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net sink of the terrestrial biosphere of 61 to 141 Pg C. Our
oceanic sink estimate thus suggests that the ocean has
taken up about between 27% and 34% of the total an-
thropogenic CO2 emissions, making it the most impor-
tant sink for anthropogenic CO2 next to the atmosphere.

The Atmospheric Oxygen Method

The anthropogenic CO2 inventory method permitted
us to develop an anthropogenic CO2 budget for the
Anthropocene, but we are equally interested in con-
straining the budget for the last few decades. In the
absence of direct measurements of the global oceanic
increase in DIC, a very elegant method to constrain the
oceanic uptake of anthropogenic CO2 since the early
1990s is based on simultaneous measurements of at-
mospheric oxygen and CO2 pioneered by Keeling and
Shertz [1992].

The method builds upon the fact that O2 and CO2 are
tightly coupled during the formation and oxidation of
organic matter (including the burning of fossil fuels), but
that these two gases are exchanged independently be-
tween the ocean and atmosphere. If one then assumes
that the long-term exchange of O2 with the ocean is zero
or is small and can be estimated from independent
sources, one ends up with two balance equations and two
unknowns (the exchange of CO2 with the ocean and land
biosphere, respectively), which can be solved.

We begin with the mass balance equations for at-
mospheric O2 and CO2:

@NO2

@t
¼ Ffoss(O2)þFas(O2)þFab(O2) (10:2:27)

@NCO2

@t
¼ Ffoss(CO2)þFas(CO2)þFab(CO2) (10:2:28)

where NO2
and NCO2

are the number of moles of atmo-
spheric O2 and CO2, respectively, and where Ffoss is the
fossil fuel emission of CO2 and corresponding con-
sumption of O2, Fas is the exchange flux between the
atmosphere and ocean, and Fab is the exchange flux
between the atmosphere and land biosphere (all fluxes
have units of mol yr�1). In the case of the fossil fuel
emissions and the exchange with the land biosphere,
the O2 and CO2 fluxes are linked stoichiometrically:

Ffoss(O2) ¼ rfoss
O2:CFfoss(CO2) (10:2:29)

Fab(O2) ¼ rterr
O2:CFab(CO2) (10:2:30)

where r foss
O2:C is about �1.4, and rterr

O2:C about �1.1 [Keeling
and Shertz, 1992; Keeling et al., 1996; Severinghaus, 1995].

The concurrent measurements of atmospheric CO2

and O2 constrain @NO2
=@t and @NCO2

=@t; and fossil fuel
emissions of CO2 are relatively well known [e.g., Mar-
land et al., 1998]. If we assume that the natural carbon
and oxygen cycles in the ocean have remained in steady
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state and have not been perturbed in any substantial
manner, the long-term air-sea exchange flux of O2,
Fas(O2), is very small and can be neglected. This is
because O2 has a much lower solubility than CO2,
making the perturbation air-sea flux of O2 much
smaller than the perturbation flux for CO2 for the same
magnitude of an atmospheric perturbation. If we insert
(10.2.30) and (10.2.29) into (10.2.27) and (10.2.28), we
end up with two equations and two unknowns,
Fas(CO2) and Fab(CO2). Figure 10.2.10 shows a graph-
ical solution to these equations, where the points in-
dicate the observed evolution of atmospheric CO2 and
O2, and where the direction of the arrows of the dif-
ferent processes are given by their stoichiometric ratios.

Figure 10.2.10 actually includes a small air-sea O2

flux contribution, Fas(O2). This is because the steady-
state assumption of the natural oxygen cycle is not
entirely tenable. Long-term observations of oceanic
temperatures show that the ocean has warmed signifi-
cantly over the last 50 years [Levitus et al., 2000]. As the
solubility of oxygen is very temperature-dependent (see
figure 3.1.2), this must have led to an outgassing of O2.
The warming-induced outgassing flux can be directly
estimated from (3.4.4) in chapter 3. However, more

recent studies indicate that the oxygen outgassing dri-
ven by ocean warming is likely amplified by an addi-
tional outgassing stemming from warming-induced
changes in ocean stratification. This additional out-
gassing might increase the purely thermally driven flux
by a factor of three or more, requiring an increase in
the inferred oceanic uptake of anthropogenic CO2 of up
to 0.6 Pg C yr�1 relative to the original budgets [Keeling
and Garcia, 2002; Bopp et al., 2002; Plattner et al., 2002].

The anthropogenic budget for the two decades from
1980 to 1999 as inferred by the oxygen method but ad-
justed for the ocean warming outgassing are given in
table 10.2.1, both as integrated fluxes and as average
fluxes per year. The most remarkable observation from
inspection of this table is how strongly the global carbon
cycle has been forced over the last 20 years. Almost 50%
of the fossil fuel emissions over the Anthropocene oc-
curred during the period from 1980 to 1999! Out of the
total anthropogenic CO2 emissions, the ocean has taken
up about 27% over the last two decades. Interestingly,
this fraction is quite similar to that over the entire An-
thropocene. By contrast, the inferred net terrestrial bal-
ance suggests a sign change between the earlier part
of the Anthropocene and the period from 1980 to
1999. While the terrestrial biosphere was a net source of
CO2 to the atmosphere during the Anthropocene of
39 ± 28 Pg C, it turned into a net sink of 15 ± 9 Pg C over
the period from 1980 to 1999 (table 10.2.1). The reasons
for this phenomenon are still controversial, but it ap-
pears as if much of the land-driven uptake is associated
with regrowth of areas that have been clear-cut in the
past, and have been abandoned or shifted to less inten-
sive cultivation [Pacala et al., 2001; Schimel et al., 2001;
Goodale and Davidson, 2002].

The Role of Biology

What is the role of biology in the oceanic uptake of
anthropogenic CO2? This topic has been the source of
many misunderstandings and false claims [Broecker,
1991b; Sarmiento, 1991; Longhurst, 1991].

So far in our discussion on anthropogenic CO2 we
have neglected the marine biota. This is somewhat
counterintuitive, because we know that the marine biota
is responsible for a large fraction of the surface-to-deep
gradient in DIC (biological pumps). Then why do the
biological pumps not also transport anthropogenic CO2

from the surface into the interior of the ocean? The first
point to make here is that this downward transport of
carbon in organic material is compensated in a steady
state by an equally large upward transport of DIC, re-
sulting in a zero net transport (except for the small
fraction that goes into the sediments). Our neglect of the
biological pumps is based on the assumption that they
had been operating in steady state before the start of the
anthropogenic CO2 perturbation of the carbon cycle, and
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that they have continued to do so ever since. There are
two lines of evidence that support this hypothesis. First,
atmospheric CO2 remained remarkably stable for several
thousand years before the eighteenth century (see figure
10.1.2), indicating that the fluxes controlling the surface
ocean total carbon content were in balance. Second, ac-
cording to present knowledge, marine phytoplankton are
controlled by nutrients (including micronutrients), light,
and vertical stability of the water column, but not by the
CO2 concentration. Therefore the biological pumps do
not sequester anthropogenic carbon, but rather act as a
natural background process continuing to work as in
preindustrial times.

The lack of a role of marine biota in the uptake of an-
thropogenic CO2 over the last two centuries is demon-
strated by the model study of Murnane et al. [1999], who
carried out a simulation of oceanic uptake in two models,
one that contained just the solubility pump and a second
combined simulation that included the biological pump.
The combined simulation took up 5% less anthropogenic
CO2 than the solubility model, indicating that adding bi-
ology had only a minimal impact on the anthropogenic
CO2 uptake. The small reduction in uptake occurs be-
cause the biological pump reduces surface alkalinity and
hence storage capacity for anthropogenic CO2. If the sol-
ubility simulation used the same surface alkalinities as the
combined model, then both would take up the same
amount of anthropogenic CO2.

One cannot assume, however, that the steady-state
operation of the biological pumps will continue forever
into the future. Moreover, the above discussion about the
possible impact of the observed ocean warming on the
oceanic oxygen cycle even suggests that the steady-state
assumption for the oceanic carbon cycle over the twen-
tieth century may need to be reevaluated.

Future climate changes associated with the buildup
of greenhouse gases in the atmosphere will quite likely
modify the biological pump–driven fluxes, which could

then feed back on the atmospheric composition. Al-
terations of the biological pumps, for instance, have
been proposed as a possible cause for the dramatic
changes in atmospheric CO2 between the glacial and
interglacial periods. It is difficult at present to assess
how the biological pump will respond to future climate
changes and how it will interact with changes in ocean
circulation and mixing.

Future CO
2
Uptake

The primary factor controlling the future uptake of
anthropogenic CO2 by the ocean is the atmospheric
CO2 burden in excess over the atmospheric CO2 con-
centration in equilibrium with the total emissions
[Sarmiento et al., 1995], as this represents the thermo-
dynamic driving force for the uptake of CO2 from the
atmosphere. In the absence of major feedbacks, para-
doxically, the higher the future anthropogenic CO2

concentration in the atmosphere, the higher the oce-
anic uptake will be.

Changes in ocean temperature, salinity, circulation,
and the ocean’s biological pump have, however, the
potential to substantially alter this uptake, both directly,
by impacting the uptake of anthropogenic CO2, and
indirectly, by altering the air-sea balance of the natural
CO2 cycle. Any climate change–induced alteration in
the future uptake of anthropogenic CO2 by the ocean
will lead to feedbacks in the climate system, as the al-
tered atmospheric CO2 concentration will either accel-
erate (positive feedback) or decelerate (negative feed-
back) the initial climate change.

It is instructive to first discuss the impact of climate
change on the oceanic uptake of anthropogenic CO2, and
only thereafter investigate the impact on the natural
carbon cycle. A summary of all feedbacks is given in table
10.2.4. For more detailed discussions, the reader is re-
ferred to Plattner et al. [2001] and Gruber et al. [2004].

Table 10.2.4

Summary of Marine Carbon Cycle Feedbacks

Process Sign Magnitudey
Uncertainty/

Understanding

Anthropogenic CO2 Uptake Feedbacks

Chemical feedback Positive H Low/high
Circulation feedback

(anthropogenic CO2) Positive H Medium/medium

Natural Carbon Cycle Feedbacks

Temperature/salinity feedback Positive M Low/medium to high
Circulation feedback

(constant biota) Negative M-H Medium/medium
Ocean biota feedback

(circulation constant) Positive/negative M High/low

ySubjectively estimated (M: medium; H: high)
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The first feedback to consider is the chemical feed-
back discussed above, which arises from the decrease
in the oceanic buffer capacity as a result of the uptake
of anthropogenic CO2. Figure 10.2.1 shows that this
feedback is very substantial and positive in sign. It is
also the best understood feedback. A second feedback
arises from changes in ocean circulation, as the trans-
port of anthropogenic CO2 from the surface down into
the ocean interior is the primary factor controlling the
uptake. Many ocean-atmosphere coupled climate model
simulations show a substantial increase in upper ocean
stratification, primarily as a result of ocean warming in
the low latitudes, and as a result of freshening in the
high latitudes [Cubasch et al., 2001]. This leads to a re-
duction of the vertical exchange and hence to a direct
reduction of the uptake of anthropogenic CO2 [Sar-
miento and LeQuéré, 1996; Sarmiento et al., 1998; Joos
et al., 1999b; Matear and Hirst, 1999; Plattner et al.,
2001]. This feedback thus tends to be positive as well.

These temperature, salinity, and circulation changes
not only influence the uptake of anthropogenic CO2, but
also affect the natural carbon cycle within the ocean.
Ocean warming will reduce the solubility of CO2 in sea-
water and lead to a permanent loss of CO2 from the
oceanic reservoir of inorganic carbon. We can estimate
the expected outgassing from warming alone on the
basis of the temperature sensitivity of ocean DIC. This
sensitivity can be calculated by combining the tempera-
ture sensitivity of pCO2 with the buffer factor, gDIC:

@DIC

@T
¼ @DIC

@pCO2

@pCO2

@T
¼ DIC

pCOoc
2

1

gDIC
� 0:04 � pCOoc

2

¼ 0:04 � DIC

gDIC
(10:2:31)

Inserting surface ocean mean values for DIC and
gDIC gives a temperature sensitivity of DIC of about
8 mmol kg�1 �C�1. Dividing this number by the average
heat capacity of seawater, cp = 4000 J kg�1 �C�1, gives an
estimate of the loss of DIC from the ocean for each
joule of energy taken up from the atmosphere,

@DIC

@Q
� 2�10�9mol J�1 ð10:2:32Þ

Levitus et al. [2000] estimated that the ocean heat
content increased by about 2�1023 J between the mid-
1950s and the mid-1990s, leading to an expected loss of
DIC from the ocean of 4� 1014 mol, or about 5 Pg C.
This is small relative to the estimated oceanic uptake
over the Anthropocene of about 118 Pg C (table 10.2.1),
but future ocean warming could strongly accelerate this
loss and strengthen this positive feedback.

The increase in vertical stratification and the other
circulation changes not only reduce the direct uptake of
anthropogenic CO2 from the atmosphere, but also af-
fect the natural carbon cycling substantially, even in the

absence of any changes in ocean productivity. An im-
portant distinction needs to be made between the cir-
culation feedback interacting with the natural carbon
cycle and that associated with the anthropogenic CO2

uptake. The feedback associated with the anthropo-
genic CO2 uptake affects only the rate at which the
atmospheric CO2 perturbation is equilibrated with the
ocean and does not change the long-term equilibrium,
whereas the feedback associated with the natural car-
bon cycle changes the equilibrium distribution of car-
bon between the ocean and atmosphere.

As it turns out, in the presence of a constant bio-
logical pump, these circulation changes appear to lead
to a negative feedback—that is, an increase in the up-
take of atmospheric CO2 from the atmosphere. The
main reason for this somewhat surprising result is that
a slowdown of the surface-to-deep mixing also reduces
the upward transport of remineralized DIC (DCsoft)
from the thermocline into the upper ocean, while the
downward transport of biologically produced organic
carbon remains nearly unchanged. The magnitude of
this feedback tends to be linked to the magnitude of the
ocean circulation feedback on the uptake of anthropo-
genic CO2, as both are driven by the same changes in
circulation.

We finally turn to the impact of future changes in
ocean biota on the magnitude of the oceanic sink.
There are many possible reasons for changes in global
marine export production, including changes in surface
ocean physical properties, changes in the delivery of
nutrients from land by rivers and atmosphere, and in-
ternal dynamics of the ocean biota, such as complex
predator-prey interactions and fisheries-induced pres-
sures on marine predators (see Boyd and Doney [2003]
for a comprehensive review). In general, one might
expect that an increase in ocean stratification will neg-
atively impact biological productivity in areas that are
nutrient-limited, such as is the case throughout most of
the low and temperate latitudes. By contrast, an in-
crease in vertical stratification actually might lead to an
increase in biological productivity in light-limited areas,
as phytoplankton would tend to spend more time, on
average, within the euphotic zone. Bopp et al. [2001]
investigated these responses in a coupled physical-
ecological model and indeed found such a response,
with a global change in export production of only a few
percent for a doubling of atmospheric CO2, but with
regional changes of much larger amplitude.

While this particular simulation has to be viewed as
an illustration, since very little is known about the sign
and magnitude of the changes in marine productiv-
ity and export, there is increasing evidence that the
calcification rate by coccolithophorids might be signif-
icantly reduced in response to a lowering of the surface
ocean pH [Riebesell et al., 2000]. As a reduction of cal-
cification leads to an increase in the ocean uptake
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capacity for atmospheric CO2, this represents a negative
feedback for climate change. A lower pH also affects the
calcification rates of corals [Gattuso et al., 1996; Kleypas
et al., 1999]. This effect, together with the enhanced sea-
surface temperatures, poses a significant threat to coral
reefs, with substantial implications for their ecosystem
services, although their impact on atmospheric CO2

likely will be relatively small. Another impact of the in-
vasion on the oceanic CaCO3 cycle is through its lower-
ing of the water column saturation state, possibly
affecting the rates of CaCO3 dissolution [cf. Feely et al.,
2004a]. Given the importance of CaCO3 in transporting
organic matter to the deep ocean, a faster dissolution of
CaCO3 would reduce the strength of the biological car-
bon pump, and therefore lead to a positive feedback.

Figure 10.2.11 illustrates the magnitude of a number
of these feedbacks and their interaction on the basis of
simulations carried out by forcing a coupled ocean-
atmosphere model with an interactive ocean carbon
cycle with a business-as-usual emission scenario for
CO2 [Sarmiento et al., 1998]. In the solubility-only model
(no biology), ocean warming and the change in ocean
stratification led to a very substantial reduction in the
ocean uptake, highlighting the positive signs of these
two feedbacks. Sarmiento et al. [1998] also found that
the biological pump has the potential to largely offset
this decreased uptake, mainly as a result of a more

efficient biological pump. It has to be noted, however,
that the representation of the biological pump in this
model is very simplistic, and that therefore these sim-
ulations have to be regarded as case studies, rather than
accurate predictions.

These simulations demonstrate that while the bio-
logical pump does not play a significant role for asses-
sing the oceanic uptake of anthropogenic CO2 in the
past and present, these pumps might play an important
role for the future uptake. However, very little is known
about the possible response of the oceanic biota to cli-
mate change. In order to improve these predictions, one
has to gain a clearer understanding of the processes
controlling all important steps of the oceanic biological
pumps, e.g., surface production, respiration, export, and
remineralization. As we have seen during our grand
tour through these components of the biological pumps
in chapters 4 and 5, there are still considerable gaps in
our understanding. Nevertheless, while we cannot
foresee the future, nature has in the past performed
several experiments, from which we might learn some-
thing about the future. The first set of experiments is the
response of the ocean carbon cycle to climate variability
on interannual to decadal timescales, to which we turn
next. The second set of experiments are the large and
regular atmospheric CO2 fluctuations associated with
the glacial-interglacial cycles.

10.3 Interannual to Decadal Timescale Variability

Over the last 50 years, atmospheric CO2 has been
steadily increasing by about 1.5 ppm yr�1 (figure
10.1.2), a direct result of the anthropogenic CO2 emis-
sions from the burning of fossil fuels and land use

changes. However, the atmospheric CO2 growth rate
has not been constant, but has fluctuated strongly from
one year to another (figure 10.3.1). These variations are
not caused by changes in the amount of CO2 emitted by
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fossil fuel burning, because they are too small. Rather,
these atmospheric CO2 variations must be caused by
variations in the net fluxes between the ocean and at-
mosphere on one hand and between the terrestrial
biosphere and the atmosphere on the other hand.
These variations in fluxes are presumably a conse-
quence of interannual variations in weather and cli-
mate. Nature has thus provided us with an experiment
that permits us to study how the global carbon cycle is
responding to changes in the physical climate system.
The study of this response provides one of the few
means to learn how feedbacks between the physical
climate system and the global carbon cycle operate.
Only if the longer-tem feedbacks are well understood
can one improve assessments of what might happen to
the global carbon cycle in a future changing climate
(see discussion in section 10.2 above).

Bacastow [1976] was the first to point out that these
atmospheric CO2 variations are associated with El
Niño/Southern Oscillation (ENSO) events. This result
has been confirmed in many subsequent studies using
longer records [Bacastow et al., 1980; Keeling and Revelle,
1985; Keeling et al., 1989, Keeling et al., 1995]. During an
El Niño event (positive phase of ENSO), sea surface
temperatures in the equatorial Pacific increase and the
supply of nutrient- and carbon-rich water by upwelling

ceases, thereby reducing the normally prevailing strong
outgassing of CO2 from this region (see figures 3.1.3
and 8.1.1). If net air-sea fluxes elsewhere remained
constant, this reduction in outgassing would lead to a
reduced growth rate in atmospheric CO2. Figure 10.3.1
shows that the atmospheric CO2 growth rate is, on av-
erage, indeed reduced during the early phases of an El
Niño, making the link between ENSO events and at-
mospheric CO2 plausible. However, figure 10.3.1 also
shows that the late phases of El Niños are usually as-
sociated with very high growth rates, which are difficult
to explain on the basis of the equatorial Pacific alone.

By measuring the 13C/12C ratio of atmospheric CO2

concurrently with its concentration and employing a
simple atmospheric mass balance approach, Keeling
et al. [1989] and Keeling et al. [1995] found that bio-
spheric, as opposed to oceanic, processes are the pri-
mary cause of interannual variations in atmospheric
CO2. Nevertheless, C. D. Keeling and coworkers also
predicted variations in the net air-sea flux of CO2 of up
to ± 2 Pg C yr�1 (figure 10.3.2b). However, the timing of
these variations is the opposite of what is expected
from an oceanic response that is dominated by ENSO-
related variations in outgassing in the tropical Pacific.
Francey et al. [1995], Rayner et al. [1999], and Joos et al.
[1999a], using similar techniques, found rather differ-
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ent results. They predicted variations in anomalous air-
sea fluxes of similar magnitude, albeit slightly smaller,
but with a phasing that is nearly opposite to that of
Keeling et al. [1995] (figure 10.3.2b). More recent esti-
mates of global air-sea CO2 flux variability by Bousquet
et al. [2000] and Roedenbeck et al. [2003] on the basis of
inversions of atmospheric CO2 concentrations alone
tend to confirm the latter estimates. Similar conclu-
sions were found by Battle et al. [2000] using concur-
rent measurements of atmospheric O2 and CO2 as a
constraint.

Although most recent estimates based on atmo-
spheric constraints point toward a sizeable interannual
variability in air-sea CO2 fluxes, i.e., an amplitude of
order ± 1 Pg C yr�1, oceanic observations or oceanic
modeling studies tend to suggest a much smaller oce-
anic contribution to the observed atmospheric CO2

variations (figure 10.3.2a). Estimates that are based on
measurements of the variability of pCO2 in the tropical
Pacific indicate a maximal interannual amplitude of
only about ± 0.5 Pg C yr�1 (see summary in Feely et al.
[1999] and Chavez et al. [1999]; see also figure 10.3.6). In
order to compare these tropical Pacific observations

with the atmospheric contraints, which are global, one
needs to consider also the contribution of the extra-
tropical oceanic regions. Winguth et al. [1994], LeQuéré
et al. [2000], and McKinley [2002] found on the basis of
global 3-D ocean biogeochemistry models that inter-
annual variability in air-sea CO2 fluxes is small in the
extratropical regions, and that the global flux is domi-
nated by the equatorial Pacific.

We cannot settle the controversy here, but rather
would like to review the evidence for interannual vari-
ations in ocean biogeochemistry and learn the mecha-
nisms that are in operation. We will focus on the
ENSO-related variations in the equatorial Pacific be-
cause they are large, and they have been well docu-
mented. We will also discuss some recent research
documenting interannual variability in the extratropical
ocean carbon cycle.

Tropical Variability

ENSO is the most important mode of SST variability on
interannual to decadal timescales (see section 2.5).
ENSO-related SST anomalies are caused by a combi-
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equatorial Pacific only [Feely et al., 1997] and are represented as deviations from a mean of 0.5 Pg C yr�1. Shown are

estimates from Le Quéré et al. [2000], Winguth et al. [1994], Lee et al. [1998], Keeling et al. [1995], Francey et al. [1995],

Joos et al. [1999a], and Rayner et al. [1999]. Adapted from Le Quéré et al. [2000].
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Figure 10.3.3: Surface distribution of properties during non–El Niño (left column) and El Niño (right column) conditions in the eastern

equatorial Pacific. (a) and (b) show pCO2 difference between the surface ocean and the atmosphere; (c) and (d) estimated sea-to-air CO2 flux;

(e) and (f ) surface nitrate concentrations; and (g) and (h) surface chlorophyll. From Chavez et al. [1999].
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nation of changes in ocean circulation (mainly a change
in the strength and source of equatorial upwelling) and
anomalous local air-sea heat exchanges. How does the
ocean carbon cycle respond to these changes? The large
positive SST anomalies that are characteristic of a ma-
ture El Niño (figure 2.5.6) should lead to an increase of
oceanic pCO2. However, observations show a dramatic
decrease of pCO2, linked to a drop in DIC that more
than compensates for the warming effect (figure
10.3.3). Is this drop in DIC caused by changes in cir-
culation, in air-sea gas exchange, or in ocean biology?

Before we can address this question we need to un-
derstand the mean state of the carbon system in the
equatorial Pacific. The tropical Pacific is characterized by
large positiveDpCO2 (figure 8.1.1). In fact, it is the region
of the most intense outgassing of CO2 from the ocean
[Takahashi et al., 2002]. During normal and negative
phases of ENSO, the loss of CO2 from the ocean to
the atmosphere in the eastern tropical Pacific (10�S–
10�N; 135�W–80�W) was estimated to be around
0.9 ± 0.1 Pg C yr�1 [Feely et al., 1995]. What makes this
region such a strong source region for atmospheric CO2?

Divergent Ekman transport forced by the trade winds
leads to strong upwelling of cold subsurface waters.
The main source of the upwelling water is thought to
be the Equatorial Undercurrent, located at depths of
about 100 to 200 m (see figure 2.3.14). The potential for
outgassing can be diagnosed by looking at a quantity
referred to as potential pCO2, i.e., the pCO2 that would
be achieved if the water at temperature Tin situ were
brought to the surface and isochemically warmed to
ambient equatorial surface ocean temperature T sfc.
Potential pCO2 can be easily computed by integrating
the expression for the temperature sensitivity of pCO2

(equation (8.3.4)):

pCO
potential
2 ¼ pCOin situ

2 (1þ0:0423oC�1 (T sfc�Tin situ))

(10:3:1)

Figure 10.3.4 shows that the waters of the Equatorial
Undercurrent have extremely high potential pCO2,
leading to a very high potential outgassing of CO2 once
these waters come to the surface. The high potential
pCO2 in these waters is due to a combination of their
cold temperatures and large amounts of remineralized
carbon. However these high potential pCO2’s are,
greatly reduced at the surface because after the waters
arrive in the mixed layer, biological uptake fueled by the
high nutrient concentrations removes inorganic carbon
from the surface ocean. Additional carbon is lost to the
atmosphere by air-sea gas exchange.

It is possible to separate the role of biological CO2

uptake from the CO2 evasion in reducing the supersat-
uration of the upwelling water through plots of salinity-
normalized DIC (sDIC) versus salinity-normalized ni-
trate [Broecker and Peng, 1982]. As can be seen in figure
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10.3.5, samples taken at intermediate depths follow a
trend that corresponds roughly to the stoichiometry of
biological uptake and remineralization [Anderson and
Sarmiento, 1994]. Samples taken from the surface or near
the surface show a marked deviation from this trend by
having significantly lower sDIC concentrations than
would be expected from their nitrate concentration. Note
that this deficiency is equivalent to the low DCgas ex

concentrations found in the equatorial regions (see fig-
ure 8.4.3c). This missing DIC presumably has been lost
to the atmosphere. We can obtain a rough estimate of
this CO2 loss by multiplying the upwelling rate (about
0.7 m day�1 [Wanninkhof et al., 1995]) with the DIC
deficit of about 30 mmol kg�1. This yields an outgassing
rate of about 8 mol m�2 yr�1 or 1.3 Pg C yr�1 if integrated
over the eastern equatorial Pacific (10�S–10�N; 135�W–
80�W). This is roughly consistent with estimates based
on measurements of the air-sea difference in pCO2. A
more sophisticated approach on the basis of the same
concept, but using global-scale data and circulation
constraints, yields an outgassing estimate of about
0.9 Pg C yr�1 [Gloor et al., 2003].

In summary, the strong outgassing of CO2 in the
equatorial Pacific is a result of a combination of strong
warming of the cold waters that upwell to the surface
and an inefficient biologial pump. The latter means
that surface ocean DIC is being replaced faster by up-
welling than surface ocean biology can remove it by
forming organic matter. This inefficient biological
pump is manifested also by the existence of residual
nutrients (see figure 10.3.3 and discussion in sec-
tion 8.5).

During an El Niño, the deepening of the thermocline
caused by the eastward propagating Kelvin waves push
down the cold, DIC-rich waters that typically feed the
upwelling. Instead, the upwelling is being fed by much

warmer, DIC-poor waters. In addition, the weakening
of the trade winds leads to a reduction in upwelling
rates. These two changes together cause a dramatic
reduction in the amount of DIC transported to the
surface ocean, resulting in an almost complete removal
of the equatorial supersaturation (see figure 10.3.3).
Feely et al. [1999] and Chavez et al. [1999] estimated that
the net ocean-to-atmosphere CO2 flux during a strong
El Niño event is only about 0.1 to 0.3 Pg C yr�1, hence
about 0.5 to 0.9 Pg C yr�1 lower than normal (see figure
10.3.6). Although this decrease is mainly caused by
changes in ocean circulation and mixing, surface biol-
ogy tends to reinforce these changes. This is, at first,
counterintuitive, since the reduced upward supply of
nutrients leads to a dramatic decrease in biological
productivity in the area. However, it turns out that de-
spite this reduction, the biological pump tends to be-
come more efficient, i.e., a larger fraction of the upward
supply of biologically derived DIC is fixed into organic
matter and exported. This is most clearly expressed in
the observed decrease of surface nutrients (figure
10.3.3). As a result, the anomalous fluxes associated
with the changes in the biological pump during El
Niños are actually directed into the ocean, i.e., con-
tributing to the observed decrease in ocean outgassing.

Siegenthaler and Wenk [1989] developed a simple four-
box model that highlights the relative roles of changes
in biological productivity and upwelling (figure 10.3.7).
This model consists of three oceanic boxes (equatorial
surface, mid-latitude, and thermocline) overlain by a
well-mixed atmosphere. Upwelling from the thermo-
cline occurs in the equatorial surface box, from which
the water is transported laterally into the mid-latitude
box. The large-scale circulation is closed by down-
welling in the mid-latitudes. Siegenthaler and Wenk
[1989] included a simple parameterization of biological
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productivity depending on nutrient concentration. Fig-
ure 10.3.8 shows the response of this four-box model
to an idealized El Niño event of reduced upwelling as-
sumed to last for one year.

Atmospheric CO2 starts to decrease nearly instanta-
neously, and the atmospheric CO2 growth rate remains
negative until upwelling resumes at the end of the event.
This decrease in atmospheric CO2 is almost exclusively a
result of a dramatic decrease in the pCO2 of the equa-
torial surface box, which leads to near cessation of the
CO2 evasion from this region (figure 10.3.8d and f ). To
understand the dynamics underlying this response, it is
useful to investigate the carbon fluxes in and out of the
equatorial box (figure 10.3.8f ). In normal years, the
large-scale transport of water constitutes a source of DIC
for the equatorial box, since the upwelling waters have
higher DIC concentrations than the waters leaving the
box laterally. This net gain is compensated by losses due
to gas exchange and by settling particles. When up-
welling stops, gas exchange and biological productivity
continue for a while, decreasing DIC and nutrient con-
centrations. This incrementally reduces biological ex-
port and the net outgassing of CO2, so that at the end of
the El Niño event, all carbon fluxes into or out of the
equatorial box are near zero.

It is instructive to compare the model-simulated at-
mospheric growth rates (figure 10.3.8c) with the ob-
served growth rates over an El Niño event (figure 10.3.1).
The model predicts a minimum in the growth rate to-
ward the end of an El Niño event, whereas atmospheric
observations indicate that the minimum growth rates
tend to occur early during an El Niño event if at all, and
are usually followed by a very strong positive anomaly in
the growth rates. It therefore appears plausible that the
observed initial decline of atmospheric CO2 growth
rates may be a consequence of the reduced outgassing
in the tropical Pacific. Obviously, a different mechanism
must explain the unusually strong atmospheric CO2

growth rates observed afterwards. It has been suggested
that changes in extratropical waters might be involved.

However, model simulations suggest that the response
of the extratropical carbon cycle to ENSO variations is
relatively small [Winguth et al., 1994; Le Quéré et al.,
2000]. If this is correct, then the dominant cause for the
ENSO-related atmospheric CO2 variations are variations
in the net exchange of the terrestrial biosphere.

This is a plausible hypothesis, since ENSO events in
the tropical Pacific are coupled to large changes in global
atmospheric circulation and precipitation patterns. The
1982/83 as well as the 1997/98 El Niños led to severe
drought and forest fires in large regions, which resulted
in significant release of CO2 from soil respiration and
burning of biomass [der Werf et al., 2004]. The global-
scale positive temperature anomalies associated with
warm ENSO events tend to enhance soil respiration
more strongly than photosynthesis. This hypothesis is
supported by results from several simulations with
prognostic terrestrial carbon cycle models forced with
observed variations in temperature and precipitation
[Kindermann et al., 1996; Peylin et al., 2005]. These
models are able to reproduce successfully the observed
atmospheric CO2 growth rate variations primarily on the
basis of these processes.

In summary, about two-thirds of the observed inter-
annual variations in the atmospheric CO2 growth rates
are caused by the terrestrial biosphere, with the re-
mainder being driven by the ocean [Peylin et al., 2005].
There is currently strong consensus between observa-
tions, oceanic modeling studies, and atmospheric con-
straints that the equatorial Pacific contributes substan-
tially to global air-sea CO2 variations on interannual
timescales (figure 10.3.6).

Extratropical Variability

There is little consensus about the magnitude of
interannual variations in air-sea CO2 fluxes in the ex-
tratropics. Estimates based on atmospheric CO2 inver-
sions suggest substantial variations in air-sea CO2 fluxes
in the extratropical regions of both hemispheres, while
currently existing ocean models suggest a very small
contribution from these regions [Peylin et al., 2005]. One
possibility to resolve this discrepancy is to analyze
observations from as many oceanic regions as possible.
However, very few sites exist where the inorganic carbon
system has been observed regularly enough to establish
interannual variability. The two longest such records
come from the subtropical gyres (see also figure 10.2.5)
and will be discussed below.

Before we start investigating the subtropical records,
it is instructive to first look at the processes that could
lead to interannual variations in air-sea CO2 fluxes. A
good starting point is the seasonal cycle, since inter-
annual variations in the extratropics can be viewed as
perturbations of the seasonal cycle. We have seen in
chapter 8 that the seasonal cycle of oceanic pCO2 is
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Figure 10.3.7: Schematic structure of the 4-box model used by Sie-
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primarily controlled by the interplay of antagonistic
tendencies between SST and surface DIC variations,
where surface DIC is controlled by net community
production, air-sea gas exchange, vertical entrain-
ment (i.e., the input of thermocline DIC into the sur-
face mixed layer whenever it deepens), and lateral ex-
change.

In the subtropical gyres, we found that the influence
on pCO2 of the seasonal warming and cooling domi-
nates over the seasonal DIC changes, leading to a
positive correlation between SST and DIC (figure 8.3.7).
In contrast, the influence of the seasonal DIC draw-
down on oceanic pCO2 outweighs the seasonal warm-
ing in higher latitudes, leading to a negative correlation
between DIC and SST. Therefore, if the analogy with
the seasonal cycle is correct, we might expect that in-
terannual anomalies in SST would tend to dominate
interannual variations in pCO2 in the subtropical gyres,
while interannual anomalies in DIC would be expected
to control pCO2 anomalies at higher latitudes.

In order to get a sense of where interannual variability
in oceanic pCO2, and consequently air-sea CO2 fluxes,
might be expected to be large, we show in figure 10.3.9
maps of the variance of three factors that might drive
such variability: SST, mixed layer depth, and export

production. These maps were produced from satellite
observations by first deasonalizing the data and then
calculating the variance of the residuals (for details see
LeQuéré and Gruber [2005]). While the SST anomalies are
clearly the largest in the equatorial Pacific, the maps also
suggest that there are large variations in these three
driving forces in the extratropical regions, potentially
giving rise to substantial interannual variations in oce-
anic pCO2 there. Whether or not these extratropical
variations lead to pCO2 changes depends in part on
possible correlations between the different driving
factors.

For example, interannual variations in SST and DIC
may correlate, as colder than normal SSTs are usually
associated with anomalously deep surface mixed layers
(both a forcing and a result of the entrainment of cold
thermocline waters), which enhances the entrainment
of DIC. This would tend to lead to a negative correlation
between SST and DIC anomalies, suppressing the
variability of oceanic pCO2, as the reduced SST tends to
decrease pCO2, while the positive DIC anomalies tend
to increase pCO2. Anomalously strong entrainment
also enhances the input of nutrients into the surface
layer, which, in nutrient-limited ecosystems, can in-
crease biological productivity and hence lower DIC.
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This would tend to lead to a positive correlation be-
tween DIC and SST, as colder than normal conditions
would be associated with anomalously low DIC. In
such a case, these two driving factors would enhance
the variability of oceanic pCO2. The resulting relation-
ship between SST and DIC and, therefore, pCO2 criti-
cally depends, then, on the magnitude of the biological
response. In contrast, in light-limited ecosystems, dee-
per mixed layers would tend to reduce biological pro-
duction, therefore enhancing the negative correlation
between SST and DIC. In these regions, oceanic pCO2

variability is determined by the relative magnitude of
the SST and DIC changes. Given these sometimes
synergistic and sometimes antagonistic driving factors,
it is very difficult to predict the overall response of the
oceanic pCO2 to changes, but it is useful to keep these
general principles in mind as we next look at the ob-
servations from the subtropical gyres.

Figure 10.3.10 shows seasonally and long-term
mean detrended time series of temperature, salinity-
normalized DIC (sDIC), the reduced 13C/12C isotopic
ratio of DIC, and calculated pCO2 from Station ‘‘S’’ /
BATS in the Sargasso Sea near Bermuda, and the re-
spective records from the HOT program near Hawaii.
These anomalies were computed by removing the
mean seasonal cycles shown in figures 8.3.8 and 8.3.9
from the time-series records shown in figure 10.2.5.
The long-term trend, primarily the result of the uptake
of isotopically light anthropogenic CO2 from the at-
mosphere, was taken into account by fitting a linear
function of time to the data (see Gruber et al. [2002] and
Brix et al. [2004] for details).

At both sites, the resulting interannual anomaly time
series show substantial variations, with considerable
correlations between the different variables. In particu-
lar, anomalously cold years tend to coincide with in-
creased sDIC concentrations and a slight tendency for
negative anomalies in the 13C/12C ratio. As a result of
the anticorrelated SST and sDIC anomalies, variations
in oceanic pCO2 tend to be suppressed, i.e., whenever
warmer than normal conditions increase oceanic pCO2,
the concurrent negative sDIC anomalies tend to cause a
decrease of pCO2. Overall, SST anomalies tend to pre-
vail, causing a positive correlation between oceanic
pCO2 and SST, consistent with our hypothesis put for-
ward on the basis of the analogy with the seasonal cycle.

What are the processes causing these covariations
between SST, sDIC, and the 13C/12C ratio? Gruber et al.
[2002] and Brix et al. [2004] investigated the processes
causing the observed variations at the two sites in de-
tail, taking advantage of the concurrently observed
13C/12C ratio variations. These data, together with a
large number of other observations, such as mixed layer
depth and wind speed, permitted them to estimate the
interannual variability of the contribution from each of
the five processes that are controlling the surface ocean

sDIC balance: air-sea gas exchange, net community
production, vertical entrainment, vertical diffusion, and
lateral transport (see also section 8.3). Figure 10.3.11
shows that at both sites, air-sea gas exchange and net
community production represent two of the three im-
portant contributors to the observed interannual vari-
ability. The two sites differ, however, with regard to
which is the third important process. Near Bermuda, it
is vertical entrainment, while it is lateral tranport near
Hawaii. It thus appears that variations in convection are
the dominant driving factor near Bermuda, while these
variations tend to be unimportant near Hawaii. This is
not entirely surprising, since mixed layer variations
near Bermuda are large and play an important role for
the seasonal cycle, whereas near Hawaii, mixed layer
variations are small and therefore unimportant on
seasonal timescales.

It is instructive to stratify the different years into two
modes depending on the state of the most important
external factor believed to drive interannual variations
in the upper ocean carbon cycle. Variations in winter-
time convection clearly emerge as the main factor near
Bermuda, while SST variations appear to be the leading
external forcing at the Hawaiian time-series station.
Figure 10.3.12 depicts idealized seasonal cycles of the
upper ocean carbon cycle at the two sites in the re-
spective modes.

Near Bermuda, years with intense wintertime con-
vection start their seasonal cycle with positive sDIC
anomalies because of the anomalously large entrain-
ment of sDIC from the thermocline. SSTs tend to be
colder during these years. These colder temperatures
outweigh the pCO2-increasing effect of the positive
sDIC anomalies, leading to negative oceanic pCO2

anomalies. Coupled with the higher than normal
winds, this leads to a substantially larger uptake of CO2

from the atmosphere during these years. Biological
productivity is also inferred to be higher, presumably a
consequence of the higher nutrient input from below.
These two factors lead to an enhanced seasonal cycle of
sDIC, but with an overall positive sDIC anomaly. Years
with anomalously shallow wintertime convection tend
to follow the reverse pattern. The differences between
the two modes are quite substantial and amount to up
to 50% variations of the annual mean fluxes.

Near Hawaii, differences between the two modes are
somewhat less marked, but still significant. In warmer
than normal years, net community production tends to be
reduced, which should lead to a positive anomaly in sDIC.
This is outweighed by weaker uptake of CO2 from the at-
mosphere caused by SST-induced positive pCO2 anoma-
lies and weaker winds, and a weaker than normal addition
of sDIC by lateral transport. These two factors lead to the
observed negative sDIC anomalies in warm years.

These observations thus indicate a substantial sen-
sitivity of the upper ocean carbon cycle to variations in
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Figure 10.3.9: Maps of satellite based estimates of interannual variance of key drivers for

the ocean carbon cycle: (a) sea-surface temperature, (b) mixed layer depth, and (c) export
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meteorological forcing, in particular wind and heat
fluxes, but their impact on the upper ocean carbon
cycle takes different routes. Near Bermuda, the influ-
ence of these two forces on the upper ocean carbon
cycle is primarily expressed through changes in the
amount of sDIC and nutrients that are entrained in the
surface mixed layer. Near Hawaii, the impact is more
direct, in that the heat fluxes and wind alter air-sea
gas exchange, and to a lesser degree change lateral
transport.

Since interannual variations in these meterological
forcings tend to vary in concert over large spatial scales,
it is conceivable that the observed local variations are
representative over larger regions. A tentative extrapo-
lation of the results from Bermuda and Hawii to their
respective subtropical gyres suggests air-sea flux
anomalies of the order of 0.3 Pg C yr�1 [Gruber et al.,
2002; Brix et al., 2004]. It thus appears as if the extra-
tropical ocean may be more variable than suggested by
current oceanic modeling studies. However, direct
comparisons suggest that the models are relatively
successful in capturing the observed air-sea CO2 flux
variations near Bermuda and Hawaii, but that they tend
to simulate variations at higher latitudes that tend to be
opposite in phase to those at lower latitudes, thus
suppressing basin-scale variability.

Too many things are still unknown or ill constrained
in order to make a final assessment of what the role of
the ocean is in generating the observed interannual
variability in atmospheric CO2. One can expect, how-
ever, rapid progress over the next years, as the number of
sites where interannual variability can be investigated
will increase dramatically. But, irrespective of the un-
certainties associated with the current assessment, it is
clear that the oceanic carbon cycle responds sensitively
to changes in meteorological forcing. On short time-
scales the impact of these changes on atmospheric CO2

will be suppressed because of the long equilibration
timescale associated with the exchange of CO2 across the
air-sea interface. On timescales of decades and longer,
this constraint is substantially less important. Further-
more, the reservoir of DIC in the ocean that can ex-
change with the atmosphere increases as the timescale
of the variations of interest increases. On timescales of
several hundreds of years, the entire oceanic reservoir of
DIC is available for exchange, which, given the fact that
this reservoir is 60 times larger than that of the atmo-
sphere, makes the ocean the primary factor controlling
atmospheric CO2 on centennial and longer timescales.
In the next section, we will investigate the most promi-
nent example of such variations, the glacial-interglacial
change in atmospheric CO2.
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10.4 Glacial-Interglacial Atmospheric CO2 Changes

The largest variations in atmospheric CO2 in the past
million years occurred in connection with the glacial-
interglacial cycles that characterized Earth’s climate over
this period (figure 10.1.2). During full glacial conditions,
such as prevailed on the Earth about 20,000 years ago,
atmospheric CO2 was about 80 ppm lower than the pre-
anthropogenic interglacial value of about 280 ppm.
Backward extensions of atmospheric CO2 records from
ice cores showed that the 80 ppm rise that occurred at
the close of the last glaciation during a period of rapid
warming also characterized the close of the preceeding
three glaciations [Fischer et al., 1999; Petit et al., 1999].
The connection between variations in atmospheric CO2

and temperature becomes even more evident in figure
10.4.1, where the atmospheric CO2 record over the last
420,000 years from an Antarctic ice core drilled at Vostok
is plotted together with a temperature reconstruction on
the basis of isotopic variations contained in the ice. Also
shown is a proxy record of ice volume, which demon-
strates that not only did temperatures in Antarctica get

colder during the ice ages, but also likely the whole Earth
system, leading to the formation of massive ice sheets on
land. Model simulations suggest that the 80 ppm change
in atmospheric CO2 accounts for more than half of the
necessary change in radiative forcing in order to drive
Earth’s climate from interglacial to glacial conditions
[Weaver et al., 1998; Webb et al., 1997]. Less clear is
whether CO2 is a primary driver or a secondary amplifier
of the glacial cycles.

Despite the clear importance of atmospheric CO2 as
an amplifier or even as a driver of glacial cycles, the
mechanisms responsible for the glacial-interglacial CO2

changes have remained unresolved ever since these
changes were first observed about 25 years ago [Berner
et al., 1979; Delmas et al., 1980; Neftel et al., 1982]. Our
inability to clearly decipher the mechanisms that led to
these large changes in atmospheric CO2 in the past
clearly indicates that there are important aspects of the
carbon cycle we do not understand, and that may hin-
der our ability to predict how the global carbon cycle
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may respond to future climate change. One of the
few things that are well established is that the cause for
these changes must lie in the ocean [Broecker, 1982].
The CaCO3 rocks on land, which contain by far the
largest fraction of inorganic carbon, are interacting too
slowly with the rest of the global carbon cycle to account
for changes over glacial cycles [Berner et al., 1983]. The
terrestrial biosphere could absorb additional CO2 from
the atmosphere on these timescales, but any such
change would be quickly dampened by the interaction
with the ocean’s huge carbon reservoir (see figure
10.1.1). Furthermore, carbon-13 isotope data from the
deep ocean indicate that the terrestrial biosphere actu-
ally released CO2 during glacial times [Shackelton,
1977], making the need for an oceanic sink even larger.

Therefore the search for an explanation of the glacial-
interglacial atmospheric CO2 variations must focus on
the factors controlling the pCO2 in the ocean surface
water. Since surface ocean pCO2 is controlled by tem-
perature, salinity, DIC, and Alk, changes in any of these
properties alone or in conjunction could do the job. Over
the last two decades many hypotheses have been pro-
posed to explain the glacial-interglacial CO2 variations in
the atmosphere (see summary in table 10.4.1). But so

far, each of them in turn has failed to conform to the
increasing number of constraints placed on the glacial
carbon cycle from paleoceanographic and paleoclimate
records.

We begin with a discussion of the processes whose
impact is relatively well known, such as temperature
and salinity changes, but also the loss of carbon from
the terrestrial biosphere, which needs to be compen-
sated by the ocean. We will see that these three pro-
cesses lead to nearly no change in atmospheric CO2,
because the cooling effect is nearly offset by the atmo-
spheric CO2 increase stemming from the loss of carbon
from the terrestrial biosphere and the increase in oce-
anic pCO2 resulting from the increase in salinity. This
means that changes in the surface ocean DIC and Alk
must be the primary means of reducing atmospheric
CO2. These concentrations are primarily controlled by
the soft-tissue and carbonate pumps, interacting with
ocean circulation. We will guide our search for the
causes of these changes in these two pumps by first
reviewing the evidence that this search should focus
on the high latitudes, particularly the Southern Ocean.
This Southern Ocean focus is a result of the fact that
this is the primary region that connects the surface
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ocean with the deep ocean reservoir that contains most
of the carbon in the combined atmosphere-ocean sys-
tem. This focus is also justified by the observation that
changes in the low latitudes appear to have substantially
less influence on atmospheric CO2. If this is correct, it
would greatly narrow the number of candidate pro-
cesses that need to be investigated, but we will see that
the high-latitude dominance is likely somewhat less
strong than previously thought. Nevertheless, Southern
Ocean–based hypotheses are still the primary candi-
dates for explaining the lower atmospheric CO2 con-
centrations, and we will therefore discuss these hy-
potheses in detail, including their evaluation with
paleoceanographic constraints. Low-latitude–based hy-
potheses have mostly been rejected, but scenarios that
invoke a change in the export of CaCO3 relative to that
of organic matter on a global scale can lead to large
changes in atmospheric CO2 through a process called
CaCO3 compensation (see chapter 9) and therefore need
to be considered as well. We end with a possible syn-

thesis scenario that combines several elements and
appears to be consistent with most constraints. The
reader interested in more detail is referred to the ex-
cellent review by Sigman and Boyle [2000], and the pa-
pers by Broecker and Peng [1998] and Archer et al.,
[2000b]. Broecker [1995] provides a more general over-
view of the climate changes associated with glacial-
interglacial cycles.

Setting the Scene

Terrestrial Biosphere Carbon Loss

During the last glacial maximum (LGM), about 20,000
years ago, ice sheets extended in the northern hemi-
sphere as far south as 40�N, covering most of Alaska and
Canada on the North American continent, and covering
all of Scandinavia and northern Russia and Siberia on
the Eurasian continent [Peltier, 1994]. This resulted in a
substantial loss of land available for vegetation to grow,
which was only partially compensated by the increase in

Table 10.4.1

Summary of scenarios that attempt to explain the lower CO2 content of the atmosphere during glacial periods

Hypothesis Problems References (selected)

Hypotheses calling for a closure of the Southern Ocean window

Sea-ice coverage extent [Stephens and Keeling, 2000]
Deep-ocean stratification driver for stratification [Toggweiler, 1999]
NADW-driven stratification

and sea-ice coverage
[Gildor and Tziperman, 2001a]

Polar dominance S. Ocean productivity [Sarmiento and Toggweiler, 1984;
Siegenthaler and Wenk, 1984]

Iron fertilization S. Ocean productivity [Martin, 1990];
S. Ocean synthesis scenario [Sigman and Boyle, 2000]

Hypotheses outside the Southern Ocean driven by physical changes

Cooler North Atlantic timing [Keir, 1993]
Cooler subtropics magnitude [Bacastow, 1996]
Vertical redistribution lysocline, d13C [Boyle, 1988]
Ocean circulation changes magnitude [Archer et al., 2000b)

Hypotheses outside the Southern Ocean driven by changes in the soft-tissue pump

Shelf hypothesis sea level [Broecker, 1982]
Iron deposition and

N2 fixation
[Falkowski, 1997; Broecker and

Henderson, 1998]
Denitrification [McElroy, 1983; Altabet et al., 1995;

Ganeshram et al., 1995]

Hypotheses outside the Southern Ocean driven by changes in the carbonate pump

Shallow CaCO3 sea level [Berger, 1982; Opdyke and
Walker, 1992]

Rain ratio lysocline [Archer and Maier-Reimer, 1994]
Polar alkalinity [Broecker and Peng, 1989]
Iron deposition and diatoms S. Ocean productivity [Brzezinski et al., 2002;

Matsumoto et al., 2002]
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land due to the lower sea-level stand. In addition, cooler
temperatures prevailed over much of Earth, with most
estimates indicating a cooling of several �C, even in the
tropics [e.g., Stute et al. 1995], associated with a signifi-
cant slowdown of the hydrological cycle [e.g., Yung et al.
1996]. This led to cooler and drier conditions over much
of the land surface, except in a few areas such as the
southwestern United States, where the presence of large
inland lakes suggests wetter conditions during the
LGM. These changes over land impacted global bio-
geochemical cycles in two major ways. First, the sub-
stantial reduction of areas suitable for ecosystems that
store substantial amounts of carbon led to the loss of
large amounts of carbon from the terrestrial biosphere.
Second, the generally drier conditions and the existence
of extensive desert-like areas caused an increase in the
mobilization of dust, which presumably increased the
transport and deposition of it over the ocean [Mahowald
et al., 1999].

Shackelton [1977] estimated the magnitude of the
carbon release by the terrestrial biosphere by looking at
oceanic changes in the 13C/12C ratio of DIC. Since
terrestrial CO2 has a much lower 13C/12C ratio than
ocean DIC, the oceanic uptake of terrestrially derived
CO2 would lead to a whole ocean change in the 13C/12C
ratio of DIC, whose magnitude is proportional to the
13C/12C ratio of terrestrial biosphere and the magnitude
of the release. Using calcite shells of foraminifera that
dwelled either in near-surface waters or in the surface
sediments, he reconstructed the oceanic 13C/12C ratios
of DIC in both near-surface and near-bottom waters,
thereby eliminating changes that are due to ocean in-
ternal redistributions of carbon. He arrived at a terres-
trial biosphere loss of about 500 Pg C. More recent
reconstructions put the loss in the range of 300 to
700 Pg C [Curry et al., 1988; Bird et al., 1994, 1996;
Beerling, 1999]. This represents up to a 30% lower car-
bon storage in the terrestrial biosphere relative to the
amount of carbon stored in the terrestrial biosphere
today, which is about 2300 Pg C (see figure 10.1.1).

An even smaller terrestrial biosphere is estimated for
the LGM by biome reconstructions on the basis of
terrestrial pollen data (e.g., Prentice et al. [2000]). These
data suggest a terrestrial biospheric carbon loss of 700–
1400 Pg C [Adams and Faure, 1998], but these estimates
need to be viewed with greater caution than those based
on the 13C mass balance, due to large gaps in the data
considered, and assumptions about the average carbon
density of different biomes.

In order to evaluate the impact of this reduction in
the carbon storage of the terrestrial biosphere, we need
to consider how much of this biospheric loss actually
remained in the atmosphere. This problem is directly
analogous to the problem of the ocean’s uptake of the
anthropogenic CO2 previously discussed, except that for
the glacial-interglacial changes considered here, the

relevant timescales are several thousand years. On such
timescales, we can assume that the equilibration of the
atmospheric perturbation with the oceanic reservoir of
DIC is complete, and that the buffering by the disso-
lution of oceanic CaCO3 is nearly complete as well.
However, buffering with CaCO3 and siliceous rocks on
land is too slow to represent important sinks for at-
mospheric CO2 on these timescales. We infer from
figure 10.2.2 that the fraction remaining in the atmo-
sphere after equilibration with the ocean and sea-floor
CaCO3 is about 8% for a release on the order of 1000 Pg
C or less. If we adopt a terrestrial release estimate of
500 Pg C, about 40 Pg C will remain in the atmosphere
even after reaction with sea-floor CaCO3, leading to an
atmospheric CO2 increase of about 18 ppm. Therefore,
rather than explaining a 80 ppm glacial-interglacial
difference by an oceanic mechanism, we now need to
explain a nearly 100 ppm difference!

It is instructive to consider exactly how the oceanic
carbon cycle buffered this terrestrial release. As is the
case for anthropogenic CO2, the primary buffering by
the ocean occurs by the chemical reaction of the excess
CO2 with the CO2�

3 ion, leading to a substantial reduc-
tion in the oceanic mean CO2�

3 concentration. As a re-
sult, the mean depth of the CaCO3 saturation horizon
shifted upward, exposing a larger fraction of the sea-
floor sediments to waters undersaturated with regard to
CaCO3 (see figure 10.4.2). Since the CaCO3 saturation
horizon is the primary factor controlling CaCO3 disso-
lution in marine sediments, this upward movement led
to increasing CaCO3 dissolution. This process continued
until the oceanic mean Alk concentration increased to
the level that the oceanic mean CO2�

3 ion concentration
was the same as before the perturbation. At this point,
the CaCO3 saturation horizon returned to its original
position, ensuring again a balance between the Alk input
by rivers and Alk loss by burial (figure 10.4.2c). The oce-
anic CaCO3 system responds therefore as a ‘‘homeo-
stat,’’ buffering the atmospheric CO2 perturbation. Its
response requires a temporary upward excursion of the
CaCO3 saturation horizon and presumably the ocean’s
lysocline. The opposite occurs during the buildup of
the terrestrial biosphere carbon reservoir [Broecker et al.,
2001], leading to a preservation event in the ocean’s
sediments. The slow timescale associated with this ‘‘re-
verse’’ CaCO3 compensation has been proposed as a
mechanism to explain postglacial variations in atmo-
spheric CO2 during the present warm period, i.e., the
Holocene [Broecker et al., 2001], although this effect
seems to be too small [Joos et al., 2004].

Salinity Changes

During the last glacial maximum, the ocean surface
was both cooler and saltier than today’s ocean surface.
The salinification of the ocean was a consequence of the
buildup of huge continental ice sheets that locked large
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amounts of freshwater on land away from the ocean.
The cooling and salinification of the surface ocean have
opposing effects on its pCO2, and hence on atmo-
spheric CO2. We know from (8.3.4) that surface ocean
pCO2 drops by about 10–12 matm per �C of cooling.

However, we cannot simply take the salinity sensitivity
of pCO2 as given in (8.3.5), because this sensitivity only
takes the impact of salinity on the dissociation into
account (the so-called salting-out effect), but disregards
the fact that the total concentrations of DIC and Alk in
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the ocean were higher as a result of removing fresh-
water with zero Alk and near-zero DIC from the ocean.
We can estimate the total change in oceanic pCO2 that
results from salinification by considering the total de-
rivative of pCO2 with regard to changes in salinity, DIC,
and Alk while keeping temperature constant:

DpCO2 ¼ DS
@pCO2

@S

����
DIC,Alk¼const

þDDIC
@pCO2

@DIC

����
Alk,S¼const

þDAlk
@pCO2

@Alk
jDIC,S¼const

(10:4:1)

where DDIC and DAlk are the salinity-induced changes
in DIC and Alk. A simple mass balance shows that
these latter two changes are proportional to the salinity
changes, DS, with the proportionality given by the re-
spective mean concentrations, i.e., DDIC¼ (DIC/S)DS,
and DAlk¼ (Alk/S)DS. Inserting these proportionalities
into (10.4.1) and using the definitions of the buffer
factor, gDIC (8.3.14), the alkalinity factor gAlk (8.3.15)
and the salinity dependence, gS¼ (S/pCO2)(dpCO2/dS)
(8.3.5), we obtain

DpCO2 ¼DS
pCO2

S
(gS þgDIC þgAlk)

�DS
350 latm

35
(1þ10 � 9:4)

�16latm � DS

(10:4:2)

where we used global mean values for the different g’s
(see chapter 8). Therefore, the salinity-induced changes
in DIC and Alk increase the salinity sensitivity to ap-
proximately 16 matm change in pCO2 per unit change of
salinity, instead of just a 10 matm change if DIC and Alk
were held constant.

We next need to know the magnitude of the salinity
change. During peak glacial times, sea level is believed
to have been about 120 to 140 m lower than it is today
[Bard et al., 1996, Adkins et al., 2002]. This is roughly
equivalent to the removal of about 3% of today’s volume
of the ocean. Since the amount of salt remained the
same, mean ocean salinity must have changed by about
0.03 � 35¼ 1.1 salinity units. As this change occured
uniformly over the entire ocean, we can directly esti-
mate from (10.4.2) that this change led to an atmo-
spheric CO2 increase of about 18 ppm.

Temperature Changes

Sea-surface temperatures during the LGM are thought to
be on average about 2 to 4�C colder than today. The exact
magnitude and distribution of these changes is still in-
tensively debated [Broecker, 1996]. The original findings
of the CLIMAP program [CLIMAP Project Members,
1981] on the basis of a detailed analysis of foraminiferal
assemblages suggested 2–4�C colder temperatures in the

mid- to high latitudes of the southern hemisphere and in
the North Pacific, 4–8�C cooling in the North Atlantic,
and virtually no change in the tropics and temperate
regions. Reconstructions based on oxygen isotopes pre-
served in pelagic foraminifera [Broecker, 1986; Birchfield,
1987] generally support such little cooling in the tropics.
However, these findings, particularly the small cooling
in the tropics, have come under serious challenge over
the last few years. The first indication of substantially
colder temperatures in the tropics came from measure-
ments of the strontium-to-calcium ratios in marine cor-
als [Guilderson et al., 1994; Beck et al., 1997] that suggest
tropical cooling of up to 6�C. Additionally, Schrag et al.
[1996] showed that the temperature change based on the
oxygen isotopes might have been substantially under-
estimated by assuming a too small change in oxygen-18
in seawater from the growth of ice sheets on land.

Cooler tropical SSTs are also in good agreement with
terrestrial temperature proxies, including snow-line el-
evations, noble gases in groundwater, and pollen records
[e.g., Stute et al. 1995]. On the other hand, temperature
proxy records on the basis of marine alkenones, chain-
like organic molecules manufactured by marine plants
[Bard et al., 1997], show that the tropical cooling was
likely not more than 2�C. It is presently unclear whether
the disagreement between the different proxies reflects
regional differences in the extent of cooling, or whether
neglected or underestimated effects are affecting one
proxy group or the other [Broecker, 1996]. We need to
worry about this unresolved puzzle in our quest to un-
derstand the causes of the glacial-interglacial CO2 vari-
ations. Temperature would appear to explain a signifi-
cant fraction of the atmospheric CO2 change if the ocean
indeed cooled by 6�C over a large fraction of its surface,
including the high latitudes. This is because under iso-
chemical conditions, a 6�C change causes a pCO2

change of about 60–70 matm.
However, two considerations greatly diminish the

importance of temperature as a possible driver for
glacial-interglacial changes. The first one is that tem-
perature changes in the high latitudes were quite cer-
tainly smaller than 6�C. Since most of these waters are
already close to the freezing point, it is more likely that
temperature changes in the high-latitude regions were
only around 1 to 2�C. The second consideration is that
changes in the low latitudes tend to have a smaller effect
on atmospheric CO2 than those in the high latitudes,
despite the fact that the low latitudes cover approxi-
mately 80% of the total surface ocean area. The primary
reason for the greater importance of the high latitudes is
the fact that they are the primary conduit for the ex-
change of water and carbon between the surface ocean
and the large reservoir of the deep ocean. We will discuss
this issue in detail below. Current estimates of the im-
pact of cooling suggest an atmospheric CO2 decrease on
the order of 30 ppm [Sigman and Boyle, 2000].
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In summary, it appears that the three relatively well
constrained processes, i.e., loss of carbon from the
terrestrial biosphere, increase in ocean salinity, and
ocean cooling, are unable to explain the 80 ppm draw-
down in atmospheric CO2 that occurred during glacial
maxima. More specifically, if we take the 18 ppm in-
crease from terrestrial biosphere carbon release, the
18 ppm increase from salinity change, and the 30 ppm
decrease from cooling together, we arrive at a near-zero
change in atmospheric CO2. Clearly other processes
must be at work.

Fundamental Mechanisms

Since changes in the solubility of CO2 forced by chan-
ges in salinity and temperature can be ruled out as a
cause for the glacial drawdown of atmospheric CO2, the
drawdown must be caused by processes that affect the
oceanic distribution of DIC and Alk. A useful frame-
work to start the discussion is equation (8.3.3), which
links changes in DIC and Alk to pCO2 changes:

pCO2 � K2

K0 � K1

(2DIC � Alk)2

Alk � DIC
(10:4:3)

This approximation shows that in order to decrease
surface ocean pCO2 and hence atmospheric pCO2, the
processes must cause either a decrease of surface ocean
DIC, an increase in surface ocean Alk, or a combination
of these two effects.

Fundamentally, changes in any of the three carbon
pumps discussed in chapter 8, i.e., the soft-tissue pump,
carbonate pump, or gas exchange pump, can contribute
to the decrease in surface DIC. In thinking about the
action of these pumps, it is also important to recall that
the surface-to-deep gradient, DICs�DICd, generated by
the biological pumps in a simplified one-dimensional
framework depends not only on the magnitude of the
downward transport of organic matter FCorg and CaCO3,
FCaCO3 , but also on the magnitude of vertical transport
and mixing, n (see equation (1.2.3)), thus

DICs ¼ DICd�
FCorg �FCaCO3

n
(10:4:4)

Therefore, the surface ocean concentration, DICs, can
be reduced not only by an increase in the export of
carbon, but also by a reduction in vertical transport and
mixing, n. Undeniably, both cases need to be consid-
ered. A reduction in DICd, reflecting essentially a re-
duction in whole-ocean DIC, could also be invoked, but
we are unaware of a mechanism that could have caused
such a decrease. In fact, the whole-ocean DIC must
have been higher during the LGM than it is today,
because of the decrease in ocean volume, because of
the uptake of the carbon lost from the terrestrial bio-
sphere, and because of the additional uptake of CO2

from the atmosphere required to lower atmospheric
CO2.

Analogous to DIC, the surface ocean Alk concentra-
tion, Alks, is governed by the deep concentration, Alkd,
as well as the balance between the export of CaCO3 and
organic carbon, and the resupply of Alk by mixing and
transport:

Alks ¼ Alkd�
2FCaCO3 � rN:CFCorg

n
(10:4:5)

where rN:C is the nitrogen-to-carbon ratio of the or-
ganic matter exported from the surface ocean. We can
therefore increase the surface concentration of Alk
by decreasing the strength of the carbonate pump, by
increasing the strength of the soft-tissue pump, or by
increasing the deep concentration Alkd. The latter
change can be accomplished by dissolving CaCO3 sedi-
ments, or increasing the Alk input into the ocean by
rivers.

We thus have to consider changes in ocean circula-
tion, in surface ocean production of organic matter and
CaCO3 and their subsequent export and remineraliza-
tion, in river input, and in the interaction with the
CaCO3 in the sediments, as possible candidate pro-
cesses driving the glacial-interglacial changes in atmo-
spheric CO2. We also have to consider changes in air-
sea gas exchange, as changes in the kinetics of the ex-
change of CO2 across the air-sea interface can lead to
changes in surface DIC as well (see discussion about
the gas exchange pump in chapter 8). Given these
myriad possible processes, our search for a cause of the
glacial CO2 drawdown would be greatly aided if we had
some guidance as to which region and which processes
we need to focus on.

Southern Ocean Dominance

It was recognized early on that not all regions of the
world’s ocean exert an equal influence on atmospheric
CO2. A series of seminal papers in the early 1980s
pointed out that the high-latitude oceans, despite
their limited area, dictate the atmospheric CO2 content
to a large extent [Knox and McElroy, 1984; Sarmiento
and Toggweiler, 1984; Siegenthaler and Wenk, 1984].
Since these independent studies were done at Harvard,
Princeton, and Bern (Switzerland) respectively, Broecker
and Peng [1998] coined the expression Harvardton-
Bears to refer to them as a group. This concept of high-
latitude dominance has been extremely influential in
shaping the discussion about the causes for the glacial-
interglacial changes in atmospheric CO2.

The dominance of the high-latitude regions is a
consequence of the direct connection that exists be-
tween the high-latitude ocean and the deep ocean
through deep water formation and isopycnal ventila-
tion, pinning the chemistry of the high-latitude surface
ocean very close to that of the deep ocean. By contrast,
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the link between the cold and dense waters of the deep
ocean (cold water sphere) and the warm and light wa-
ters of the low latitudes (warm water sphere) is much
weaker, a direct consequence of ocean interior flow
occuring along isopycnal surfaces. An additional reason
for the high-latitude dominance stems from the fact
that the transport of CO2 via the atmosphere between
the low-latitude and high-latitude regions is sufficiently
rapid to bring the pCO2 of the low-latitude surface
ocean close to that of the high latitudes. As a result, any
anomalous CO2 created in the low latitudes will escape
into the atmosphere, and tend to be taken up by the
high-latitude oceans and ultimately buffered in the
deep ocean, leading to only a small net change in at-
mospheric pCO2. In order to illustrate this constraint,
we use the three-box model introduced in chapter 1
(figure 10.4.3) and perturb either the high latitudes or
low latitudes with a warming of 2�C. Figure 10.4.4
shows that in the new steady state, the 2�C warming in
the high latitudes causes an atmospheric CO2 change of
15 ppm, whereas the same warming in the low latitudes
causes an atmospheric CO2 change that is 5 times
smaller, i.e., only 3 ppm. In the latter case, most of the
CO2 that is expelled from the low latitudes is taken up
by the high latitudes and buffered by the deep ocean
reservoir. We term this the equilibration effect.

Equilibration of Low-Latitude Changes

What determines the magnitude of this low-latitude
equilibration effect, i.e., the substantial reduction in the
impact of low-latitude changes on atmospheric CO2? It
turns out that the degree of equilibration depends on
the relative magnitude of air-sea gas exchange versus
the magnitude of the exchange between the surface and
deep ocean. If air-sea gas exchange is efficient in
equilibrating the atmosphere and surface ocean, at-
mospheric pCO2 will be almost entirely determined by
the high latitudes and will not respond to low-latitude
changes. Conversely, if air-sea gas exchange is slow rel-
ative to the exchange between the cold and warm water
spheres, changes in low-latitude chemistry and tem-
perature can lead to substantial changes in atmospheric
CO2.

Given the importance of this equilibration con-
straint, it behooves us to investigate it further. We re-
turn to the three-box model (figure 10.4.3), since it
captures the relevant processes, while being simple
enough to understand straightforwardly. The defining
characteristics of this model are: (i) separation of ocean
surface into a low-latitude box and a high-latitude box,
(ii) a deep box, whose volume comprises nearly 97% of
the total volume of the ocean, rendering its chemistry
nearly invulnerable to internal redistributions of car-
bon, but not to external perturbations, such as associ-
ated with the dissolution of CaCO3, (iii) an exchange
term, fhd that couples the high-latitude box very closely

to the deep ocean, and (iv) an overturning term, T,
which represents sinking in high latitudes and up-
welling in low latitudes. While various shortcomings of
this model have been noted, such as the fact that there
is in reality little upwelling of deep waters directly in
the warm low latitudes (see discussion in chapter 7 and
Toggweiler [1999]), this model is nevertheless very in-
structive. Temperatures of this model are set to 21.5�C
for the low-latitude box and 2�C for the high-latitude
box. By design, the deep box will have the same tem-
perature as the high-latitude box, i.e., 2�C.

We investigate the equilibration effect in this model
by initializing it with homogeneous DIC and Alk and
then determining how the carbon is redistributed
within the system depending on the relative rates of air-
sea exchange and ocean mixing (see figure 10.4.5). As
the equilibration effect is primarily determined by
physical processes, it is sufficient to neglect biology and
consider only an abiotic ocean. Alkalinity is set to
2340 mmol kg�1 in all boxes and DIC is initialized to
2150 mmol kg�1, yielding an initial pCO2 of 280 matm at
the surface of the high-latitude box and an initial pCO2

of 630 matm at the surface of the low-latitude box. The
model is then run forward in time until it reaches a
steady state.

We first investigate a case where the transport of DIC
between the surface and deep ocean is far more rapid
than the transport of CO2 from the warm surface res-
ervoir via the atmosphere to the cold surface reservoir
(figure 10.4.5c). This is accomplished by reducing the
gas exchange coefficient to a very small number. No
equilibration will occur in this case, as the DIC con-
centration in the low-latitude surface box will remain
relatively close to the mean concentration of the deep
box. As some carbon will be lost to the atmosphere, the

T

T
fhd

T

Φh

Φl

DEEP

LOW-LATHIGH-LAT

ATMOSPHERE

Figure 10.4.3: Schematics of the high-latitude outcrop three-box

model [c.f. Sarmiento and Toggweiler, 1984; Knox and McElroy, 1984;

and Siegenthaler and Wenk, 1984] (cf. figure 1.2.5).
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mean oceanic DIC concentration drops somewhat
to about 2129 mmol kg�1, yielding a low-latitude pCO2 of
561 matm, and a high-latitude pCO2 of 247 matm. Given
the slow exchange of CO2 between the ocean and atmo-
sphere, the atmospheric pCO2 is in this case simply equal
to the area weighted mean (0.20�247 matmþ 0.80 � 561
matm¼ 514 matm). The other extreme is a case where the

rate of CO2 transfer between atmosphere and ocean far
outstrips the rate of water circulation and mixing (figure
10.4.5b). In this case, full equilibration will occur, and
the pCO2 in all surface boxes will be equal to that of the
atmosphere. Integration of the model gives an atmo-
spheric pCO2 of 281 matm. If the model parameters are
set to ‘‘realistic’’ values of 20 Sv for the transport of water
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Figure 10.4.5: Schematic illustration of the Harvardton-Bear Equilibration Index in an abiotic version of the three-box model shown in figure

10.4.3 where differences in CO2 chemistry are driven entirely by the solubility pump. (a) Case with realistic gas-exchange; (b) Full equilibrium

case, where gas exchange is infinitely rapid; and (c) case with strongly inhibited gas exchange. If the air-sea gas exchange is much more

rapid than the transport of DIC around the thermohaline circuit, pCO2 in the atmosphere will be the same as the pCO2 of the high- and low-

latitude boxes (case b). At the other extreme, if the transport of CO2 through the atmosphere from the low latitudes to the high latitudes is

much slower than the transport of DIC between the reservoirs by the thermohaline circulation, the DIC concentrations in all reservoirs will be

equal and the pCO2 variations in the two surface boxes will be determined by temperature only (case c). In this case, atmospheric CO2

equilibrates at the weighted average of 514matm. Hence in this simple model, atmospheric CO2 depends on the ratio of the rate of air-sea gas

exchange to the rate of thermohaline circulation. Using ‘‘realistic’’ parameters, the model gives an atmospheric CO2 of 303 ppm (case a).

The Harvardton-Bear Equilibration Index is a measure of the extent to which the transport of CO2 through the atmosphere is able to remove a

signal in the low latitudes and buffer it in the deep ocean. It can be calculated from the ratio of the difference between the ‘‘realistic’’ and the

‘‘full equilibration’’ cases, divided by the difference between the ‘‘no equilibration’’ and the the ‘‘full equilibration’’ cases, hence (303� 281)/

(514� 281)¼ 0.09. Adapted from Broecker et al. [1999a].
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around the thermohaline circuit, to 60 Sv for the high-
latitude-to-deep-ocean mixing term, and to 13 cm h�1 for
the piston velocity of CO2, atmospheric pCO2 stabilizes at
303 matm (figure 10.4.5a).

Broecker et al. [1999a] attempted to capture the degree
of this deep ocean equilibration effect of low-latitude
changes by the Harvardton-Bear Equilibration Index
(HBEI). They defined this index in such a way that it
describes how close the realistic case is to the full
equilibration case weighted by the difference between
the two extreme cases of full and no equilibration:

HBEI ¼
pCOatm

2 jrealistic � pCOatm
2 jfull equil

pCOatm
2 jno equil � pCOatm

2 jfull equil

(10:4:6)

¼ 303 � 281

514 � 281
¼ 0:09 (10:4:7)

The value of the HBEI can be interpreted as an ap-
proximate measure of how effective a given change in
the low latitudes is in changing atmospheric CO2. An
HBEI value of 1 means that no equilibration with the
deep ocean occurs and therefore atmospheric CO2 will
respond proportionally to any change in low-latitude
pCO2. A value of 0 means that full equilibration occurs,
i.e., changes in low-latitude pCO2 would have no impact
on atmospheric CO2, since atmospheric CO2 is con-
trolled by the high latitudes in connection with the
deep ocean reservoir. Note that the HBEI is only an
approximation of the degree of equilibration and
atmospheric effectiveness, as the exact values depends
on the magnitude of the perturbation because of the
associated changes in the buffer factor.

The low HBEI value of 0.09 found by this simple
three-box model implies that for a given change in low-
latitude pCO2, only approximately 9% of this change
multiplied with the fractional area of the low latitudes,
i.e., 0.85 � 0.9¼ 0.08, would show up as a change in at-
mospheric CO2. If this value of HBEI is correct, we can
immediately rule out any low-latitude–based hypothe-

sis. For example, the discussion about the exact mag-
nitude of low-latitude cooling would be largely irrele-
vant, since even a very large cooling of 6�C, leading to a
low-latitude pCO2 reduction of 70 matm, would cause
only a 6 matm reduction in atmospheric CO2. However,
before we can have any confidence in ruling out low-
latitude–based hypotheses, we need to ensure that this
extremely low sensitivity of low-latitude changes is real
and not just a peculiarity of this simple three-box
model.

Broecker et al. [1999a] computed the HBEI of a wide
spectrum of models, ranging from simple box models
to three-dimensional ocean biogeochemistry models
(figure 10.4.6). They found that three-dimensional cou-
pled ocean circulation/biogeochemistry models show a
substantially larger influence of the low latitudes (HBEI
indices up to 0.4) than the box models. It is presently
not clear how large the HBEI of the real ocean is, but it
is instructive to consider which processes determine its
magnitude [see also Archer et al., 2000a; Ito and Follows,
2003; Follows et al., 2002]. Since the HBEI is a measure
of the degree of equilibration between CO2 anomalies
in the low latitudes and the deep ocean via exchange
with the high latitudes, any process that affects this
equilibration changes the HBEI. Possible candidates
are variations in the rate of CO2 exchange across the air-
sea interface, the magnitude and location of the mass
exchange between the warm and cold water spheres,
and the reservoir sizes of these two spheres.

For example, as pointed out by Toggweiler et al. [2003],
the exchange of CO2 between the atmosphere and the
high-latitude surface ocean is kinetically unconstrained
in this three-box model, while this exchange experi-
ences strong kinetic limitation in three-dimensional
ocean models. This is primarily a result of the fact that
the high latitudes in the three-box model were assigned
a fractional area of 15%, while a census of the surface
area of the ocean that has surface densities equal to or
denser than the deep ocean in a typical three-dimen-
sional ocean model gives fractional areas of only a few
percent. Restricting the high-latitude area so that
the slowness of air-sea gas exchange becomes limiting
for the exchange between the atmosphere and high-
latitude box will work against equilibration, and there-
fore increase the HBEI. Figure 10.4.7b shows that if the
high-latitude surface area in the three-box model is set
to 3%, similar to what it is in three-dimensional ocean
circulation models, the HBEI index goes up to above
0.3. The effective surface area of the high latitudes can
also be decreased by increasing the fraction that is
covered by sea ice, leading to a similar increase in the
HBEI index (figure 10.4.7a).

The magnitude of the exchange between the warm
and cold water spheres and their relation to their res-
ervoir sizes represents a second set of factors control-
ling the HBEI. Any increase in the exchange between
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the two reservoirs, e.g., by adding a low-latitude deep
ocean exchange (figure 10.4.7c), would diminish the
atmospheric equilibration pathway, and therefore in-
crease HBEI. Archer et al. [2000a] proposed that this
mechanism is the primary factor explaining the
large difference between the low HBEI of the original
Harvardton-Bear box models, and the high HBEI of the
three-dimensional ocean circulation models that par-

ticipated in the comparison study of Broecker et al.
[1999a]. Archer et al. [2000a] argued that because of
their relatively coarse vertical resolution, these three-
dimensional models tend to be overly diffusive verti-
cally, therefore overestimating the HBEI index. On the
other hand, Follows et al. [2002] pointed out that these
three-dimensional models represent the warm-water
sphere much more realistically than the Harvardton-
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Bear box models, as the warm-water sphere in the
real ocean includes much of the upper and mid-
thermocline, whereas the Harvardton-Bear box models
restrict it to a very thin surface layer. As a consequence,
the warm-water sphere has almost no capacity in the
Harvardton-Bear box models, while it may comprise
more than 20% of the total ocean volume in the real
ocean. Figure 10.4.7d shows that the HBEI increases as
the volume of the warm-water sphere increases. In fact,
expanding the volume of the low-latitude box and in-
creasing the exchange between the low-latitude and
deep boxes are structurally analogous, as both tend to
increase the effective carbon reservoir size associated
with the low-latitude surface, making equilibration with
the deep ocean more difficult.

A last measure to consider is the magnitude of the
meridional overturning circulation, which is not cap-
tured in the Harvardton-Bear box models, but is in-
cluded in some of the four- to seven-box models (e.g.,
Toggweiler [1999] Lane et al. [2005]). For example, Lane et
al. [2005] pointed out recently that the inclusion of a
dynamic feedback of the changes in ocean temperature
and salinity on the meridional overturning circulation
during the last glacial led to a substantial increase in
the sensitivity of atmospheric CO2 to changes in the
low latitudes. This suggests a note of caution when
interpreting HBEIs computed for current interglacial
conditions, as these values might be considerably dif-
ferent during glacial conditions.

In summary, it appears that the Harvardton-Bear box
models likely underestimate the HBEI, and therefore
underestimate the possible role of low-latitude changes.
However, given the fact that the reservoir associated
with the low latitudes is much smaller than the high-
latitude surface and deep ocean reservoir, the equili-
bration of a change in the low-latitude surface ocean
with the deep ocean is always going to be larger than
the equilibration of a change in the high-latitude sur-
face ocean with the low-latitude reservoir. Therefore,
the low latitudes are always going to be less effective in
changing atmospheric CO2 than the high latitudes. In
addition, substantial leverage exists in the high lati-
tudes to change surface ocean pCO2 there, making the
high latitudes the primary region of focus for explain-
ing the large atmospheric CO2 changes associated with
G/IG transitions. We therefore focus our discussion on
this region next.

Closing the Southern Ocean Window

We have seen in chapter 8 that the Southern Ocean
represents an area of strong biologically driven out-
gassing of CO2 (figure 8.5.1). This outgassing is pri-
marily a consequence of upwelling that brings waters
with high concentrations of respired DIC (DCsoft) to the
surface near the Southern Ocean Polar Front. Since bi-

ological productivity in this region is too slow to fix all
this excess CO2, a substantial fraction of it escapes to the
atmosphere. We also highlighted in chapter 8 that the
existence of residual nutrients at the surface is a good
indicator of this biologically induced CO2 leak into the
atmosphere. In steady state, the CO2 lost to the atmo-
sphere in the Southern Ocean is taken up elsewhere,
particularly in those regions where the residual nutri-
ents are taken up and used to fuel photosynthesis. The
strength of the Southern Ocean leak is directly con-
trolled by the balance between the upward supply of
DCsoft and the downward export of organic matter. A
reduction in the upward supply of DCsoft, while keeping
organic matter export the same, will reduce surface
ocean DIC, close the window, and pull down atmo-
spheric CO2. Another option to close the window is to
strengthen export production, while keeping the upward
supply of DCsoft and nutrients the same. As the Southern
Ocean represents the main window of the surface ocean
to the deep ocean DIC reservoir, the closure of this
window has a large impact on atmospheric CO2.

We investigate this Southern Ocean window and its
impact on atmospheric CO2 with the same three-box
model that we used above for the discussion of the
HBEI. In this case, we have to consider biological pro-
duction and export, which we tie to phosphate. It is as-
sumed that all phosphate is consumed in the low-lati-
tude box, linking its biological export directly to the rate
of supply of phosphate. In contrast, only a fraction of
the phosphate is used in the high latitudes. This leaves
the biological production in the high latitudes a free
parameter and makes the high-latitude phosphate
concentration, [PO4]h, a key diagnostic of the model.
The full set of equations and a solution method is given
by Toggweiler and Sarmiento [1985]. A steady-state so-
lution for the high-latitude ocean DIC, DICh, can be
obtained in a manner analogous to that we have used
for O2 (see equation (1.2.11)):

DICh ¼ DICd � rC:PO4
([PO4]d � [PO4]h) (10:4:8)

The high-latitude PO3�
4 concentration is controlled

by the balance between the rate of supply from the
deep ocean and the rate of biological removal by high-
latitude export of organic phosphorus, FP

h :

[PO4]h ¼ [PO4]d fhd � FP
h

fhdþT
(10:4:9)

where fhd is the high-latitude–deep ocean mixing term,
and T the overturning term (see also figure 10.4.3).
Inserting (10.4.9) into (10.4.8) gives:

DICh ¼ DICd � rC:PO4

[PO4]d T � FP
h

T þ fhd
(10:4:10)

Thus any reduction in the mixing term, fhd, or increase
in biological export, FP

h , or overturning circulation, T,
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will lead to a decrease in high-latitude DIC. Note that in
the case of T¼ 0, this equation is directly analogous to
equation (10.4.4), except that the mixing term here is
called fhd instead of n. In order to determine atmo-
spheric CO2, one also would need to specify the chan-
ges in the low-latitude box. However, we have seen
above that changes in the low latitudes are much less
effective in changing atmospheric CO2, since changes
in this reservoir tend to be compensated by equilibra-
tion with the deep ocean. This is not the case for high-
latitude changes, so that any change in high-latitude
pCO2 leads to nearly corresponding changes in atmo-
spheric CO2. We thus have a very effective way of
changing atmospheric CO2, with the high-latitude sur-
face concentration of PO3�

4 being a good indicator of
the Southern Ocean window.

This ‘‘high-latitude dominance’’ and the role of the
Southern Ocean window is illustrated in figure 10.4.8.
Today, the Southern Ocean window is semi-open, as
diagnosed by the fact that high-latitude surface ocean
PO3�

4 is below that of the deep ocean. If the window
were completely opened, e.g., by setting FP

h , to zero and
making fhd very large, atmospheric CO2 would shoot up
by nearly 150 ppm. Closing the Southern Ocean win-
dow by setting [PO4]d � fhd equal to F p

h, i.e., setting high-
latitude PO3�

4 to zero, lowers atmospheric CO2 by about
120 ppm. We thus have a mechanism with a very high
leverage on atmospheric CO2.

Figure 10.4.9 shows that glacial levels in atmospheric
CO2 can be attained in the three-box model by reducing
the mixing between the deep ocean and the high-
latitude ocean from about 60 Sv to about 19 Sv without

any change in biological productivity, or by increas-
ing biological productivity about sixfold from about
1 mol�C m�2 yr�1 to about 6.3 mol C m�2 yr�1 without
changing mixing. However, these estimates are based
only on the ‘‘closed system’’ responses, and therefore
do not include the ‘‘open system’’ effects associated
with CaCO3 compensation (see chapter 9), which tends
to amplify initial changes. We therefore need to review
CaCO3 compensation in the context of the G/IG
problem before moving on to a discussion of how the
Southern Ocean window can be closed.
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Figure 10.4.8: Illustration of sensitivity of the atmospheric CO2 concentration to the high latitudes. In (a) the high-latitude window is open, high-

latitude PO3�
4 high, and atmospheric pCO2 attains concentrations of 425 ppm. (b) represents the preindustrial ocean, where the window is half-
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We have seen in chapter 9 that any change in the
ocean’s biological pumps, either by changing the
downward transport of organic matter or CaCO3, or by
changing ocean circulation, will lead to imbalances
between the input of Alk by rivers and the removal of
Alk by carbonate burial on the sea floor. On the time-
scale of several thousand years as considered for the
glacial-interglacial CO2 problem, the oceanic CaCO3

cycle will respond to this perturbation and restore the
balance by altering the depth of the lysocline either
temporarily or permanently and by changing ocean
mean Alk. These ‘‘open system’’ changes impact the
ocean-atmosphere balance of CO2 and are therefore of
great importance for thinking about glacial-interglacial
variations in atmospheric CO2.

The two possibilities mentioned so far to close the
Southern Ocean window, i.e., increasing Southern
Ocean stratification and/or increasing biological pro-
ductivity, are equivalent in their impact on the verti-
cal distribution of DIC, as both tend to increase the
vertical gradient. If we assume that the strength of the
CaCO3 pump remains the same, the vertical gradient of
Alk will change only minimally in the changing pro-
ductivity case, and increase in the stratification case,
but these changes are much smaller than those of DIC.
As a result, the concentration of the CO2�

3 ion, ap-
proximately given by [CO2�

3 ]¼Alk �DIC, will decrease
in the ocean’s interior. This will induce an upward shift
of the CaCO3 saturation horizon, causing anomalous
CaCO3 dissolution. The resulting excess of Alk input by
rivers over Alk loss by CaCO3 burial will increase oce-
anic Alk until the CO2�

3 ion concentration is restored to
its original concentration, and the CaCO3 saturation
horizon restored to its original position. As a result of a
net dissolution of CaCO3 on the sea floor, this open
system response increases the mean ocean Alk twice as
strongly as it increases mean ocean DIC, therefore
enhancing the initial perturbation as shown in figure
9.5.2. In the case of the Southern Ocean window clo-
sure and using the three-box model, the enhancement
turns out to be relatively small, only of the order of a
few percent. This is primarily because the CO2�

3 ion
changes in the deep reservoir of the three-box model
are very small, simply a result of the large volume of
this reservoir. We will see below, however, that in the
case of changes of the CaCO3 pump, the open system
response can be quite large. Another way to enhance
the CaCO3 compensation effect is to reduce the volume
of the deep reservoir, so that its chemistry changes are
larger (an effect used by Toggweiler [1999], see below).

Physical Mechanisms

We have learned so far that there are two fundamen-
tally different mechanisms to close the Southern Ocean
window and reduce atmospheric CO2 (figure 10.4.9).
One is physically driven by reducing the exchange be-

tween the high-latitude surface box and the deep box,
while the other is biologically driven and requires a
substantial increase in biological fixation of CO2 in the
surface ocean and subsequent export. A third possibility
exists in the form of increased sea-ice coverage, which
would close the Southern Ocean window by simply
impeding the physical exchange of CO2 across the air-
sea interface [Stephens and Keeling, 2000]. The three-box
model allows us to investigate the ramifications of these
changes, but it does not give us insight into the possible
processes leading to these changes. We focus first on
the physical mechanisms.

The exchange between the high-latitude surface box
and the deep ocean can be reduced by decreasing the
mixing in the Southern Ocean in response to, for ex-
ample, an increase in vertical stratification there. An
alternative mechanism is to separate the deep ocean
vertically into several reservoirs, and add a finite
amount of mixing between them. In this latter case,
vertical stratification is added to the entire deep ocean,
but the net effect is essentially the same, in that it re-
duces the amount of mixing between the surface ocean
of the high latitudes and the deep ocean reservoir of
DIC. The real-world analog is the separation between
the cool, fresh Antarctic Bottom Water (AABW) and the
warm, salty North Atlantic Deep Water (NADW).

Toggweiler [1999] made use of the latter strategy and
proposed that deep ocean stratification between NADW
and AABW was substantially larger during the LGM,
resulting in reduced upwelling of DCsoft-rich waters in
the Southern Ocean that prevented CO2 escape into the
atmosphere. Supporting evidence of increased AABW
density comes from chlorinity and d18O measurements
of pore fluids, which suggest that AABW was close to the
freezing point and much more salty relative to the rest
of the ocean during the LGM in comparison to today
[Adkins et al., 2002]. At the same time, although NADW
appears to have been somewhat cooler than today, its
increase in density was likely smaller than that of AABW,
leading to a stronger density contrast between Southern
Ocean source waters occupying the bottom ocean, and
the deep waters lying above.

Toggweiler [1999] attempted to capture this physical
separation between waters of southern and waters of
northern high-latitude origin by extending the classi-
cal three-box models to seven boxes. Of particular
relevance for this model is not only the physical
separation, but also the fact that the chemical compo-
sition of northern and southern source waters is very
different. We have seen in chapter 8 that North At-
lantic Deep Water has a very low DCsoft concentration
for its temperature (figure 8.4.6), while the DCsoft con-
centration of Southern Ocean source waters is very
high. By increasing vertical stratification in the deep
ocean, one also separates waters with a high potential
for inducing outgassing from those with a much
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smaller potential. Toggweiler [1999] demonstrated with
this model that a decrease in the ventilation of the
bottom waters together with CaCO3 compensation can
cause a nearly 60 ppm drawdown in atmospheric CO2

(21 ppm from ventilation and 36 ppm from CaCO3

compensation). This model has a much larger en-
hancing effect from CaCO3 compensation than the
Harvardton-Bear models, because most of the chemical
changes occur in the intermediate-size bottom water
box in this seven-box model, leading to substantial
changes in DIC and Alk. This requires a substantially
larger amount of CaCO3 dissolution to restore the
ocean’s CO2�

3 ion concentration, thereby enhancing the
CO2 drawdown in the atmosphere to a much larger
extent. Although successful in creating a large draw-
down in atmospheric CO2, Toggweiler [1999] did not
provide a physical mechanism to explain what might
have caused the reduction in bottom ocean water
ventilation.

Stephens and Keeling [2000] suggested instead that
extended sea-ice coverage closed the Southern Ocean
window. Their hypothesis is based on the arguments
that the glacial Southern Ocean was much colder than
today, and that the warm layer derived from NADW
sitting underneath the surface, which tends to prevent
sea ice from growing too rapidly in the present ocean
[Gordon, 1981], was likely absent. Both factors would
have led to a substantial increase in sea-ice coverage in
the Southern Ocean. Their argument is hampered by
the fact that in order for this mechanism to be effec-
tive, sea ice needs to cover nearly the entire Southern
Ocean. In their model, a substantial reduction was only
achieved if sea ice covered 99% of the entire Southern
Ocean, for which there is only limited evidence [Crosta
et al., 1998].

The sea-ice extent and deep ocean stratification mech-
anisms were combined and put into a unified frame-
work by Gildor and Tziperman [2001a] and Gildor et al.
[2002]. They used a meridional box model of the ocean,
atmosphere, land-ice, and sea-ice climate system, and
combined it with a relatively simple representation of
the oceanic carbon cycle. With present-day seasonal
forcing from the sun, the physical part of the climate
model develops 100,000 year timescale variations that
mimic the glacial-interglacial cycles observed in ice
cores (see figure 10.4.1). As explained by Gildor and
Tziperman [2001b], these oscillation emerge from a
combination of feedbacks between temperature and
precipitation, and temperature and albedo [Ghil et al.,
1987; Ghil, 1994], but are modified by a sea-ice feedback
in the northern hemisphere, which influences the
growth and retreat of the continental ice sheets. When
run with Milankovitch forcing, i.e., the small variations
in solar forcing that result from slight but regular
changes in Earth’s orbit around the sun (eccentricity,
timescale about 100,000 years), in the tilt of Earth’s axis

of rotation relative to the plane of Earth’s orbit around
the sun (obliquity, 41,000 years), and in the absolute
direction of this tilt (precession, 23,000 years), the
model’s main periodicity locks in with eccentricity, as
observed.

Gildor and Tziperman [2001a] propose that the physi-
cal changes in the Southern Ocean needed to draw down
atmospheric CO2 during glacial periods emerge natu-
rally from the physical model and are driven by changes
in the northern hemisphere. They suggest that NADW
becomes cooler during the buildup stage of northern
hemisphere ice sheets, and that it maintains this prop-
erty as it moves along its journey to the Southern Ocean.
This results in a cooling of the Circumpolar Deep Wa-
ters, making the stratification in the Southern Ocean
more stable during glacial maxima. Gildor and Tziper-
man [2001a] then use simple formalisms linking the
stratification to vertical mixing, thereby generating the
mechanism needed to draw down atmospheric CO2 ac-
cording to the hypothesis of Toggweiler [1999]. The re-
duced vertical mixing and the lower deep water tem-
perature result in a larger sea-ice extension during cold
periods. This, in turn, can again reduce atmospheric
CO2 according to the mechanism of Stephens and Keeling
[2000].

Although compelling and successful in explaining the
atmospheric CO2 drawdown, it is not possible yet to
evaluate whether the mechanism proposed by Gildor and
Tziperman [2001a] and Gildor et al. [2002] is correct. Their
results need to be scrutinized more carefully with vari-
ous paleoclimatological constraints and investigated in
greater detail with models of higher complexity. We will
discuss paleoclimatological constraints below, but note
that the success of the hypotheses by Toggweiler [1999],
Stephens and Keeling [2000], and Gildor and Tziperman
[2001a] in explaining the glacial drawdown in atmo-
spheric CO2 depends critically on the existence of a
strong high-latitude dominance. Archer et al. [2003] ex-
amined this high-latitude dominance with a particular
emphasis on the sea-ice mechanism, and found that at-
mospheric CO2 shows virtually no response to an in-
crease in sea-ice coverage in the Southern Ocean in
models with more spatial resolution, such as two- and
three-dimensional ocean circulation models. This find-
ing is consistent with our discussion above of these
models having a higher low-latitude sensitivity, i.e.,
higher HBEI. Given that we do not know the high versus
low latitude sensitivity of the real ocean, Archer et al.
[2003] concluded that until these sensitivities can be re-
solved, glacial CO2 hypotheses based on Southern Ocean
barrier mechanisms are ‘‘walking on thin ice.’’

Biological Mechanisms

An alternative set of mechanisms to close the Southern
Ocean window is to increase biological productivity and
carbon export by taking advantage of the large unused
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nutrient pool in this HNLC region as first suggested by
the Harvardton-Bears [Knox and McElroy, 1984; Sar-
miento and Toggweiler, 1984; Siegenthaler and Wenk,
1984]. We have seen already that in order to decrease
atmospheric CO2 to glacial levels in the Harvardton-
Bear three-box model, high-latitude productivity has to
increase about sixfold (figure 10.4.9). While the Har-
vardton-Bears did not know how such a large increase
in biological productivity could have happened, the
discovery that iron might be the factor limiting phyto-
plankton in this region (see discussion in chapter 4)
provided Martin [1990] with the basis for proposing that
the higher dust levels during the glacial periods (see
figure 10.4.10) fertilized the Southern Ocean with the
necessary iron to increase biological export. Watson et
al. [2000] investigated this hypothesis in a multi-box
model of the ocean carbon cycle, and found that iron
fertilization on the basis of the observed variations of
dust flux in the Vostok ice core could explain a draw-
down of about 40 ppm in atmospheric CO2. By contrast,
Bopp et al. [2002], using a three-dimensional coupled
ocean circulation–ecosystem model and using the LGM
dust flux reconstruction of Mahowald et al. [1999],
found a maximum effect of only 15 ppm. These results
need to be viewed tentatively, since uncertainties with

regard to iron availibility and the magnitude of the iron
fluxes during the LGM are very large. However, some
of the differences can also be explained by differences
in the high-latitude sensitivity of these two models.
Watson et al. [2000] used a model with a low HBEI,
whereas Bopp et al. [2002] employed a model with a
high HBEI, thereby having, by design, a lower effec-
tiveness of high-latitude changes in export production.

Observational Constraints

Each hypothesis attempting to explain the observed
glacial-interglacial variations in atmospheric CO2 needs
to be carefully evaluated against available paleoceano-
graphic constraints. However, these evaluations are
seldom very straightforward, since very few constraints
come from direct measurements of the property of in-
terest, e.g., temperature, but rather are derived from
another, related property, e.g., the d18O of CaCO3. The
relationship of such proxies with the property of in-
terest is sometimes tight and well understood, but often
based only on empirical correlations. In addition, a
given proxy is seldom uniquely determined by the
property of interest, but often influenced by other in-
terfering factors. In the case of temperature, for ex-
ample, the d18O of CO2�

3 in water and hence in CaCO3
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Figure 10.4.10: Time series of atmospheric CO2 and dust from Vostok. Data are from Petit et al. [1999].
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is also influenced by the magnitude of the continental
ice sheets, requiring this contribution to be removed
before the d18O of CaCO3 can be used to infer water
temperature. Keeping these limitations in mind, we
investigate next how the hypotheses centered around
the closure of the Southern Ocean compare to these
constraints. A critical prediction of the Southern Ocean
vertical stratification and productivity hypotheses is that
the surface-to-deep gradient of PO3�

4 has to increase
substantially. This prediction can be tested with proxy
observations.

An important proxy is the 13C/12C ratio of seawater
DIC recorded by planktonic and benthic foraminifera.
During the photosynthetic uptake of CO2, marine plants
discriminate against the heavy isotope 13C by about
20%, whereas respiration and remineralization is asso-
ciated with only a very small fractionation. Because
phosphate is controlled by photosynthesis and respira-
tion/remineralization as well, a relatively good correla-
tion exists between the 13C/12C isotopic ratio of surface
water DIC and phosphate. Deviations in the correlation
are a consequence of fractionations occuring during the
air-sea gas exchange of CO2 and due to variations in the
biological fractionation. Nevertheless, to first approxi-
mation, the 13C/12C ratio of DIC can be regarded as a
good proxy for phosphate. Any increase in the phosphate
gradient between the surface waters and the deep ocean
should therefore lead to an increase in the surface-to-
deep gradient in the 13C/12C ratio of DIC. However, the
existing data show little change in the surface-to-deep
difference in this region [Charles and Fairbanks, 1990].

The conclusion based on the marine 13C/12C ratio are
also supported by measurements of the cadmium
content recorded in foraminifera. No significant change
is found in pelagic and benthic foraminifera from the
Southern Ocean [Boyle, 1992]. As there exists a very
tight correlation between cadmium and phosphate in
the modern ocean, this again suggests that nutrient
concentrations in the Southern Ocean did not drop
significantly during glacial time.

A third constraint, albeit less strong, is the 13C/12C
ratio change in atmospheric CO2 [Leuenberger et al., 1992;
Marino et al., 1992]. The closing of the high-latitude
window increases the 13C/12C ratio of DIC in the surface
waters and as a consequence increases the 13C/12C ratio
of atmospheric CO2. For example, the three-box model
predicts an increase of about 1% in the 13C/12C of at-
mospheric CO2. In sharp contrast, the reconstructions
suggest that the 13C/12C ratio of atmospheric CO2 was
lower by about 0.3–0.7% during the last glacial [Leuen-
berger et al., 1992, Marino et al., 1992]. However, there are
several additional processes to consider that ease the
constraint [Broecker and Henderson, 1998]. First, we have
to take into account the whole ocean isotopic shift of
about 0.4% that is usually interpreted as resulting from
the transfer of isotopically light carbon from the terres-

trial biosphere into the ocean during glacial periods
[Shackelton, 1977; Curry et al., 1988]. In addition, a re-
cently discovered pH artifact in foraminifera [Spero et al.,
1997] and variations in the biological fractionation con-
spire together with the decrease from the isotopically
light carbon from the terrestrial biosphere to reduce
the 13C/12C ratio of atmospheric CO2 by about 0.9%
[Broecker and Henderson, 1998]. Hence, the corrected
model-predicted increase in the 13C/12C ratio of atmo-
spheric CO2 is only 0.1%, making the discrepancy with
the observations relatively small.

Toggweiler [1999] demonstrated that these constraints
may not be as strong as they appear at first. In particular,
he pointed out that the representation of the entire deep
ocean as one large box in the Harvardton-Bear three-box
models neglects the possible existence of vertical strati-
fication in the ocean. In his model, most of the changes
needed to drive down atmospheric CO2 come from the
Southern Ocean bottom water box, which is much
smaller in volume than the large deep box in the Har-
vardton-Bear three-box models. It therefore depends
critically on where certain constraints are coming from
in order to establish their strength.

The need for consideration of the spatial nature of
the constraints becomes even more evident when con-
sidering how different export production was relative to
today. Figure 10.4.11 shows a map of changes in export
production inferred from a large number of paleo-pro-
ductivity proxies. With regard to the Southern Ocean,
a relatively clear pattern emerges, with the region south
of the Polar Front (the Antarctic zone) generally show-
ing a decrease in export production, and the region
between the Polar Front and the Subantarctic Front
(the Subantarctic Zone) showing an increase (see
chapter 7 for a discussion of these fronts and figure
7.3.3 for illustration of the zonal mean meridional cir-
culation in the Southern Ocean). How do these obser-
vations compare to the Southern Ocean window closure
hypotheses? The consideration of changes in export
production alone is insufficient to answer this question,
as the closing of the window requires an increase in the
efficiency of the biological pump, i.e., an increase in
the downward transport of organic matter relative to
the upward supply. We have seen above that a good
proxy for this balance, i.e., the degree of nutrient uti-
lization, is the surface concentration of macronutrients.

It turns out that the ratio of 15N to 14N measured in
organic matter deposited on the sea floor is a good re-
corder for the degree of nutrient utilization in the
overlying surface ocean [Francois et al., 1997]. Due to an
isotopic fractionation during the photosynthetic uptake
of nitrate, the 15N content of near-surface organic ni-
trogen exhibits in the modern ocean a very strong
correlation with the concentration of nitrate [Altabet and
Francois, 1994; Sigman et al., 1999b]. As this signal gets
transmitted and incorporated into the sediments, bulk-
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sediment 15N/14N provides a good proxy of the degree
of nitrate utilization in the overlying surface waters, i.e.,
the balance between upward physical supply of nitro-
gen and downward export of organic nitrogen [Sigman
et al., 1999, 2000].

Observations of the 15N/14N ratio in the Southern
Ocean reveal a substantial increase in the nitrate utili-
zation south of the modern Polar Front, i.e., in the
Antarctic [Francois et al., 1997; Sigman et al., 1999a],
whereas little change in nitrate utilization was found
north of the modern Polar Front. The former change is
very consistent with the Southern Ocean window closure
hypotheses, as an increase in nutrient utilization reduces
the outgassing of biologically derived CO2. Combin-
ing the increased nutrient utilization in the Antarctic
with the lower biological export in this area (figure
10.4.11) suggests that the primary mechanism respon-
sible for the closure is a reduced supply of nutrients,
probably due to an increase in vertical stratification, in
agreement with the hypothesis by Toggweiler [1999]. The
increase in biological export in the Subantarctic Zone
coupled with a nearly unchanged nutrient utilization
suggests that the supply of nutrients to this zone in-
creased but had little influence on the evasion of CO2,
since the increase in supply was compensated by an in-
crease in the downward export of organic matter.

In summary, the available paleoceanographic con-
straints indicate a spatially inhomogeneous picture, one

that paleoceanographers are still grappling to fully un-
derstand. Most recent constraints suggest that the
Southern Ocean experienced substantial changes dur-
ing the LGM, with a distinct difference between the
Antarctic and Subantarctic zones. While the available
constraints tend to indicate changes that are consistent
with the Southern Ocean window being more closed
during the LGM than today, the changes they permit
seem insufficient to explain the entire drawdown of
atmospheric CO2. As we will see below, however, an im-
portant argument in favor of the Southern Ocean
playing an important role is the strong connection be-
tween southern hemisphere climate changes and at-
mospheric CO2.

A Role for the Regions outside

the Southern Ocean?

With paleoceanographic constraints limiting the con-
tribution of the Southern Ocean, many researchers have
given increased attention to mechanisms outside the
Southern Ocean. We review the most important hy-
potheses in the next subsections, organized into whether
the hypotheses primarily invoke changes in ocean cir-
culation, the soft-tissue pump, or the carbonate pump.
We will discuss their strengths and weaknesses at the
same time. A summary of these hypotheses is given in
table 10.4.1. We will see that few of these hypotheses are
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Figure 10.4.11: Map of differences of marine biological productivity between the present interglacial and the LGM. Modified from Kohfeld et al.
[2005].
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consistent with existing constraints, while still large
enough to explain a substantial drawdown of atmo-
spheric CO2, except those that invoke a modest change
in the CaCO3-to-organic carbon rain ratio. In the last
section, we will develop a synthesis scenario that com-
bines elements from the Southern Ocean hypotheses
with some of those discussed next.

Circulation Scenarios

We have so far neglected changes in circulation outside
the Southern Ocean, in particular the possibility of
changes in the meridional overturning circulation asso-
ciated with NADW. Although there is abundant evidence
that the meridional overturning circulation in the At-
lantic was rather different during full glacial and inter-
glacial conditions, with substantial variability in between
[Alley et al., 2003], it turns out that these changes appear
to have a relatively small impact on atmospheric CO2.
Archer et al. [2000b] found a reduction of only 6 ppm for
the LGM, based on a three-dimensional ocean biogeo-
chemistry model whose circulation was optimized by an
adjoint method to reflect paleoceanographic constraints
for the glacial ocean [Winguth et al., 1999]. However,
given the relatively small number of paleoceanographic
constraints, it is possible that this adjoint model under-
estimates the changes that occurred between glacial and
interglacial periods. This is indeed suggested by the re-
cent six-box modeling study of Lane et al. [2005], who
obtained a very strong drawdown of atmospheric CO2

when they permitted their meridional overturning cir-
culation to adjust dynamically to the changed boundary
conditions. In particular, they found that the data con-
straint for the glacial ocean asked for a moderate reduc-
tion in the overturning circulation associated with
NADW from about 16 Sv to 12 Sv, and a very strong re-
duction from about 17 Sv to 9 Sv in the formation of
abyssal waters in the Southern Ocean. They did not
provide a separation into how much of the atmospheric
CO2 drawdown was driven by the Southern Ocean
pathway versus the North Atlantic pathway, but if it turns
out that the majority of the drawdown is driven by the
Southern Ocean, their explanation would belong to the
category of physical mechanisms closing the Southern
Ocean window (as do the explanations of Toggweiler
[1999] and Gildor and Tziperman [2001a]). As mentioned
before, an important point noted by Lane et al. [2005] was
their finding that the reduction in ocean circulation re-
duced atmospheric CO2 not only by sequestering it in the
interior ocean through a more efficient biological pump,
but also because these ocean circulation changes made
atmospheric CO2 respond more sensitively to the low-
latitude cooling.

A substantial change in the oceanic circulation would
indeed be needed if the nutrient redistribution hy-
pothesis of Boyle [1988] was correct. His argument is
based on the observation that the reorganization of the

Atlantic conveyor circulation during glacial periods
shifted nutrients and metabolic CO2 from intermediate
waters to deeper waters. This causes a substantial
CaCO3 compensation response, which would be mainly
responsible for the atmospheric CO2 drawdown. Boyle
[1988] argued that this mechanism can explain at least
half of the 80 ppm difference between glacial and in-
terglacial periods. However, there are two arguments
that speak against this hypothesis. Sigman et al. [1998]
showed that such a nutrient redistribution associated
with CaCO3 compensation would lead to a significant
steady-state deepening of the lysocline (see chapter 9).
Such a deepening was observed in the Pacific and In-
dian Oceans, whereas the opposite was the case in the
Atlantic Ocean, resulting in an overall deepening of the
lysocline during the LGM of only a few hundred meters
[Catubig et al., 1998]. A second argument is the obser-
vation that during the deglaciation, i.e., between the
LGM and about 10,000 years ago, temperature in the
high latitudes of the northern hemisphere and espe-
cially Greenland evolved rather differently than atmo-
spheric CO2 (figure 10.4.12). In particular, atmospheric
CO2 started to increase several thousand years before
the Greenland temperature, and by the time Greenland
began to warm markedly about 14,500 years ago, atmo-
spheric CO2 had already changed by nearly 50% of its
total glacial-interglacial difference. Since the northern
hemisphere high-latitude temperatures from Greenland
are a good indicator of the strength of the Atlantic over-
turning circulation, this lack of similarity between the
evolution of Greenland temperature and atmospheric
CO2 speaks against the hypothesis of Boyle [1998]. In
contrast, temperatures in Antarctica and atmospheric
CO2 co-evolved remarkably synchronously during the
deglaciation, providing support for Southern Ocean–
driven hypotheses.

Soft-Tissue Pump Scenarios

If circulation changes are unable to explain the glacial
CO2 drawdown, maybe changes in the strength of bio-
logical export outside the Southern Ocean could rep-
resent the key mechanism. In fact, initial attempts to
solve the mystery of reduced atmospheric CO2 focused
from the very beginning on the role of the soft-tissue
pump. This is not surprising, given the importance of
this pump in generating the surface-to-deep gradients in
DIC (see figure 8.4.2) and the many ways this pump
could respond to changes in environmental factors. As
the level of nutrients in the surface waters constitute one
of the primary factors controlling the biological produc-
tivity, many scenarios have been developed that are cou-
pled to changes in nutrients (see table 10.4.1). The pri-
mary idea behind most of these hypotheses is to increase
ocean productivity throughout the ocean by increasing
the total ocean nutrient inventory. This can be accom-
plished by a reduction of the fraction of nutrients that are
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buried in the shelf sediments [Broecker, 1982] or in the
case of nitrogen, by changing the balance between
nitrogen fixation and denitrification [McElroy, 1983;
Broecker and Henderson, 1998] or changing stoichiometry.

We can immediately exclude the shelf-nutrient hy-
pothesis of [Broecker, 1982] because it is tied to sea-level
change, which clearly occurred after the rise in atmo-
spheric CO2 [Broecker and Henderson, 1998]. By contrast,
the recent proposal of Broecker and Henderson [1998] that
iron-controlled imbalances between nitrogen fixation
and denitrification can lead to drastic changes in the
fixed-nitrogen inventory in the ocean is in agreement
with the sequence of events as the Earth’s climate went

from glacial conditions into interglacial ones. During
glacial periods, high dust fluxes bearing large amounts
of iron are thought to fuel intense nitrogen fixation in
the subtropical gyres [Falkowski, 1997], leading to a
gradual buildup of the ocean inventory of fixed nitrogen.
Such a nitrogen buildup could alternatively be caused by
lower denitrification in the glacial ocean, as proposed by
Ganeshram et al. [1995]. If we neglect the limiting role of
phosphate and other (micro)nutrients for the moment,
this increase in fixed nitrogen would support higher
biological production, leading to higher export produc-
tion and hence lower pCO2. After the abrupt cessation of
the dust flux, nitrogen fixation would sharply drop as
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well, and the fixed nitrogen inventory would start to
decrease, with a timescale of approximately 3000 years
[Gruber and Sarmiento, 1997], consistent with the ob-
served slow increase of atmospheric CO2 over about
8000 years (figure 10.4.12). Though this scenario is in
agreement with the sequence of events during deglaci-
ation, its feasibility hinges also on the magnitude of the
changes in nutrient inventory necessary to cause a sig-
nificant drop of atmospheric CO2.

In order to reduce atmospheric CO2 by 80 ppm in the
three-box model, the limiting nutrient in this model
has to increase by more than 70%. As it turns out, this
low sensitivity is again a consequence of the low HBEI
exhibited by the three-box model. We mentioned
above that three-dimensional models have a substan-
tially larger HBEI, opening the possibility that smaller
changes in nutrient inventories could suffice to change
atmospheric CO2 dramatically. However, we still have
to consider the role of other limiting nutrients, espe-
cially phosphate (see review by Gruber [2004]).

In strong contrast to the fixed-nitrogen inventory,
the phosphate inventory of the ocean cannot be changed
directly by biological processes. This inventory is con-
trolled by river input and burial, which set the residence
time at about 50,000 years [Delaney, 1998]. Thus, for the
timescale of interest here, the phosphate inventory can
be viewed as being constant. Therefore, unless we accept
that the stoichiometric ratios between phosphate and
nitrate uptake during photosynthesis have changed
from the standard 1:16 relationship, ocean productivity
can only change within rather tight limits as a function
of the fixed-nitrogen inventory before phosphate be-
comes limiting. There exists some leeway, because the
phosphate inventory is about 10% larger than expected
from the nitrate inventory. We have already encountered
this phosphate excess as the nonzero intercept of the
nitrate-versus-phosphate plot in figure 5.1.4. This excess
also shows up as a positive constant in the definition of
N* in equation (5.3.8b). It is therefore possible to in-
crease the ocean fixed-nitrogen inventory by about 10%
without running into a phosphate limitation. Changing
the nutrient inventory in the three-box model by this
amount decreases atmospheric CO2 by only 10 ppm.
However, if the ‘‘true’’ HBEI was four times bigger than
that of the three-box model, atmospheric CO2 would
decrease by about 40 ppm!

We used observations of the 13C/12C ratio in the
ocean and atmosphere before as an argument against
the proposal that changes in high-latitude ventilation
have reduced atmospheric CO2. Any increase in surface
productivity enriches the DIC remaining in the surface
waters in 13C and hence also enriches atmospheric
CO2, quite contrary to the observations which suggest a
reduction in the 13C/12C ratio of atmospheric CO2, and
little change in the 13C/12C ratio of planktonic forami-
nifera [Broecker and Peng, 1998]. However, we have also

seen, above, that the input of isotopically light carbon
from the terrestrial biosphere, a pH related artifact, and
a decrease in the photosynthetic fractionation work to-
gether to more than offset the increase in the 13C/12C
ratio of atmospheric CO2 caused by the higher pro-
ductivity. Thus, the proposal that a significant increase
in the nutrient inventory was at the core of the pro-
cesses that reduced atmospheric CO2 to glacial levels is
not inconsistent with the 13C/12C records of atmo-
spheric CO2 and surface ocean DIC.

There exists, however, at least one serious caveat.
Sigman et al. [1998] and Archer et al. [2000b] show that
CaCO3 compensation could strongly offset any atmo-
spheric CO2 drawdown caused by an increase in the
nutrient inventory. This compensation has to do with
the fact that an increase in the surface ocean produc-
tivity tends also to enhance the formation of CaCO3

shells, thus increasing the flux of CaCO3 to the sea
floor. This is equivalent to saying that the CaCO3-to-
organic matter rain ratio remains constant. In addition
to an increase in CaCO3 rain to the sea floor, the in-
creased oxygen demand in the sediments shifts much
of the sedimentary respiration from oxic chemistry,
which promotes CaCO3 dissolution, to anoxic reactions,
which have a much lesser influence on pore-water pH.
The sum of these effects is to sharply increase the rate
of CaCO3 burial in the ocean, throwing off the balance
with the Alk input. In order to restablish the equilib-
rium between input and burial, the ocean has to dis-
solve more CaCO3, which is accomplished by a reduc-
tion of the oceanic CO2�

3 ion content, permitting a
much more shallow lysocline. A lower CO2�

3 ion con-
tent increases the mean ocean buffer factor, which re-
duces the ocean’s ability to hold CO2 and therefore
increases atmospheric CO2. This strongly offsets the
initial response of the ocean carbon cycle to the in-
crease in the nutrient inventory. Sigman et al. [1998]
find that a 30% increase of the nutrient inventory ini-
tially draws atmospheric CO2 down by 34 ppm, but that
the compensation response increases pCO2 of the at-
mosphere back up, for a total of only 18 ppm. Similar
results are found by Archer et al. [2000b]. If the negative
feedback by CaCO3 compensation is indeed as strong as
suggested by these studies, the nutrient inventory sce-
nario can be rejected as a possible driver for the low
glacial atmospheric CO2. However, if the formation and
export of CaCO3 is uncoupled with general biological
productivity, nutrient inventory changes can play a role.

Alkalinity and Carbonate Pump Scenarios

We have seen in the last example how changes in the
ocean’s carbonate pump can have substantial influence
on atmospheric CO2, particularly in the presence of
CaCO3 compensation feedbacks. Alternative mecha-
nisms affecting the ocean’s alkalinity balance include
changes in river input and burial, which are independent
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of carbonate pump changes. Given the high sensitivity of
atmospheric CO2 to changes in the ocean’s alkalinity
balance, alkalinity-based mechanisms were among the
first to be proposed (e.g., Berger [1982]; Opdyke and
Walker [1992]; Milliman [1993]; see table 10.4.1). All of
these intial hypotheses are linked to sea-level change,
permitting us to reject them immediately, since atmo-
spheric CO2 started to rise several thousand years before
sea level started to rise significantly during the last two
deglaciations [Broecker and Henderson, 1998].

The sea-level constraint does not affect any scenario
that calls for a reduction in the carbonate pump. Every-
thing else being the same, a reduction in the carbonate
pump would at first drastically reduce the burial of
CaCO3 at the sea floor. In order to compensate, the
lysocline has to deepen to suppress dissolution until a
new steady state between burial and alkalinity input has
been achieved (see figure 9.5.2). As we noted previ-
ously, such a change in the lyscocline depth has not
been observed. However, the situation may be more
complex, since factors other than the deep ocean CO2�

3

content can control deep ocean dissolution of CaCO3.
We discussed in chapter 9 that the lysocline is only
poorly related to the magnitude of the dissolution flux,
particularly in cases where the flux of organic matter
reaching the sediments is larger than the flux of
CaCO3. Respiration-enhanced dissolution of CaCO3 in
the sediments provides a means by which the dissolu-
tion of CaCO3 in the sediments can be decoupled from
the CO2�

3 content of the overlying waters.
Archer and Maier-Reimer [1994] argued that if the rain

rate of organic matter to the sediment was higher during
glacial times, the CO2�

3 concentration in the deep ocean
could increase without a large change in the lysocline
and the depth of the transition zone. Their proposed
sequence is a follows: The increased flux of organic
matter leads to intensified respiration-driven dissolu-
tion, which if not complete, reduces the CO2�

3 content of
the overlying waters lifting the lysocline temporarily to
shallower depths. Both this increased dissolution of
CaCO3 and the smaller downward flux of CaCO3 lead to
dramatically smaller deposition of CaCO3 on the sea
floor, thus resulting in a large alkalinity imbalance with
the input. In order to compensate, the deep ocean CO2�

3

concentration has to increase until the bottom water
CO2�

3 content balances the respiration-induced deficit of
CO2�

3 in the upper sediments. The lysocline would then
move back to its original position as observed. This
would lead to a situation where the depth of the satu-
ration horizon is strongly separated from the depth of
the lysocline.

Support for the rain ratio scenario is provided by
paleo-reconstructions of ocean pH with the help of
boron isotopes [Sanyal et al., 1995]. Boron pH values
from the glacial deep Pacific and Atlantic seem to show
an increase of about 0.1 to 0.3 pH units, which would

correspond to an increase in the CO2�
3 concentration of

about 40–100 mmol kg�1, consistent with the rain ratio
hypothesis. However, according to Sigman et al. [1998],
the predicted strong separation between the saturation
horizon and the lysocline cannot be sustained under
such circumstances. When Sigman et al. [1998] halved
the CaCO3 rain in the low latitudes, the lysocline
in their box model deepened by 1000–1500 m, thus
drastically increasing the area of high-CaCO3 sedi-
ments. This has not been observed in the sediment
cores, thus putting the rain ratio scenario in doubt.
However, Archer et al. [2000b] argue on the basis of
their 3-D biogeochemistry model that the deepening of
the lysocline is much smaller than modeled by Sigman
et al. [1998] and not at odds with the observations. If the
lysocline constraint by Sigman et al. [1998] is indeed not
as strong as they suggested, then the rain ratio hy-
pothesis emerges as one of the likely candidates ex-
plaining the low glacial atmospheric CO2. However,
many questions are still unanswered, and it is too early
to either accept or reject this scenario. For instance,
what are the reasons for the shift in the CaCO3-to-
organic carbon rain ratio? Archer et al. [2000b] show that
such a change could occur as a consequence of a drastic
increase in the input of Si(OH)4 from weathering,
which would promote the growth of diatoms at the
expense of coccolithophorids, hence reducing the
CaCO3 formation rate in the surface ocean.

Brzezinski et al. [2002] recently proposed another
plausible scenario for how a shift in the CaCO3-to-
organic carbon export ratio could have occurred, build-
ing on the premise that given extra Si(OH)4, diatoms
would tend to outcompete coccolithophorids. In this
case, however, the extra Si(OH)4 comes from the South-
ern Ocean as a result of a leakage of the normally ex-
isting Southern Ocean trap for Si(OH)4 (see chapter 7).
Under present-day conditions, Si(OH)4 in the Southern
Ocean is tighly confined to the Antarctic continent (see
figure 7.1.1a), since it gets drawn down very quickly
once it is upwelled south of the Polar Front and pushed
equatorward by Ekman drift (see figure 7.3.3). In con-
trast, the region of high NO�

3 in the Southern Ocean
extends much further north (figure 7.1.1b). When these
waters reach the latitudes where Antarctic Intermediate
Water (AAIW) and Subantarctic Mode Water (SAMW)
are formed, Si(OH)4 concentrations are essentially zero,
while NO�

3 concentrations are still elevated. We have
seen in chapter 7 that Si*¼ Si(OH)4� NO�

3 is a useful
indicator of this strong deficiency of Si(OH)4 relative to
NO�

3 (figure 7.3.4). We also found that the resulting
low-Si* waters, indicative of high concentrations of
preformed NO�

3 , but containing no preformed Si(OH)4,
can be traced throughout the southern hemisphere
thermocline, and even into the thermocline of the
North Atlantic (figure 7.3.5). This extraordinary reach,
coupled with the fact that diapycnal mixing in the ocean

Chapter 10

450



tends to be small, has provided the foundation for the
proposal that changes in the regions where AAIW and
SAMW form could lead to substantial alterations of the
nutrient distribution in the thermocline of the world’s
oceans, ultimately affecting biological productivity
throughout the low latitudes [Sarmiento et al., 2004a].
To illustrate the importance of this pathway for pro-
viding nutrients to the low latitudes, Sarmiento et al.
[2004a] set all nutrients entering this pathway to zero,
and found that productivity north of 30�S dropped by
about 75%.

We discussed in chapter 7 that the trapping of Si(OH)4

in the Southern Ocean, while substantial amounts of
NO�

3 get exported into the low latitudes, is likely the
result of iron limitation of diatom growth in the South-
ern Ocean, as diatoms are known to silicify much more
heavily under such conditions. This opens the possibility
that an increase in the availability of iron in the Southern
Ocean through higher aeolian deposition during the
LGM could have relieved the diatoms from their iron
stress. Since diatoms tend to take up NO�

3 and Si(OH)4

in a 1:1 ratio under iron-replete conditions, and since the
Si(OH)4 concentration of the water upwelled into the
Southern Ocean is much higher than this ratio (see fig-
ure 7.2.4), this could have led to a situation where the
surface waters feeding AAIW and SAMW were replete in
both Si(OH)4 and NO�

3 . Thus, the Southern Ocean trap
for Si(OH)4 would have turned into a region of Si(OH)4

export, enriching the thermocline of the low latitudes

with Si(OH)4. When these waters make it to the surface
in the low latitudes, they tend to stimulate the growth of
diatoms at the cost of coccolithophorids, leading to a
reduction in the export of CaCO3 from the surface ocean.
Through CaCO3 compensation, this would lead to a sub-
stantial drawdown of atmospheric CO2 [Brzezinski et al.,
2002]. Therefore, without changing biological productiv-
ity, an iron-induced change in diatom physiology in the
Southern Ocean could lead to a change in phytoplankton
community composition ‘‘downstream’’ in the low lati-
tudes, with global carbon-cycle implications.

Matsumoto et al. [2002] investigated the magnitude of
this effect in a multi-box model and concluded that it
could explain an atmospheric CO2 drawdown of about
30 to 40 ppm. They noted, however, that given the
much higher low-latitude sensitivity or higher HBEI,
three-dimensional models could generate a much lar-
ger drawdown, perhaps as large as 100 ppm. Evidence
in support of this hypothesis comes from the observa-
tion that sediment records in the Antarctic region of the
Southern Ocean show an antiphasing of d30Si and d15N
(see figure 10.4.13). Since variations of d30Si are pri-
marily reflecting the degree of Si utilization, i.e., directly
analogous to d15N for N, this antiphasing has puzzled
researchers for a long time, during the LGM, d30Si
showed a lower degree of nutrient utilization, while d15N
showed a higher degree of nutrient utilization [De
La Rocha et al., 1998]. The hypothesis of Brzezinski
et al. [2002] now provides a good explanation for this
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puzzle, because it exactly predicts this antiphasing in
the utilization of these two nutrients in the Antarctic
zone.

The present debate about the role of the CaCO3 pump
as a driver for low glacial atmospheric CO2 concentra-
tion is still associated with many uncertainties even at
relatively fundamental levels. This is reflected in the fact
that small changes in the formulation of how CaCO3

compensation operates can make drastic changes in the
model results [Sigman et al., 1998]. Much progress can
be expected in the next years, as more quantitative in-
formation about CaCO3 cycling in the sediments be-
comes available, thus drastically reducing the number
of uncertainties in the model parameterizations.

A Synthesis Scenario

The causes for the 80 ppm variations in atmospheric
CO2 associated with glacial-interglacial cycles remain
elusive and represent one of the largest unsolved puz-
zles of the ocean carbon cycle. We have reviewed many
hypotheses, rejected many of them because they are not
in accordance with paleoceanographic evidence, and
identified a few that look promising. It’s important to
note that we focused largely on single mechanisms to
explain the entire glacial-interglacial change or at least a
good fraction of it. However, the current evidence
suggests that it is more likely that the atmospheric CO2

change is caused by the interaction of several me-
chanisms rather than a single one. The remarkable
degree of coupling between Earth’s temperature and
atmospheric CO2 and the regularity of the global car-
bon cycle response to physical climate changes suggest
that these mechanisms must be linked to each other in
a predictible manner. In addition, mechanisms cen-
tered on or connected with Southern Ocean changes
remain at the forefront. Not only do they tend to have
much more impact on atmospheric CO2 changes, but
they would also explain the near-synchronicity between
Antarctic temperature and atmospheric CO2 during the
LGM-Holocene transition, which does not exist for
northern hemisphere high-latitude temperature (figure
10.4.12).

Following these arguments, Sigman and Boyle [2000]
suggested a synthesis scenario centered around the
Southern Ocean that combines several proposed sce-
narios into a single framework. We extend this synthe-
sis scenario with the Si leakage mechanism of Brze-
zinski et al. [2002]. Figure 10.4.14a and b show the
condition during interglacial (today’s) conditions, while
figure 10.4.14c and d depict the proposed conditions
during the LGM. Sigman and Boyle [2000] suggest that
the cooler conditions during the LGM relative to today
caused a northward shift of the westerly wind belt, re-
sulting in a decrease in upwelling of deep water in the
Antarctic. In response, this region was more likely to

develop a cold but fresh stable surface layer with fre-
quent substantial ice coverage. This further reduced the
ventilation of deep waters. In response, biological pro-
ductivity decreased in the Antarctic, but the utilization
of nitrate went up, indicating that the drop in the up-
ward supply was larger than the reduction in biological
export. The higher dust input from the atmosphere was
not large enough to overcome the physically induced
reduction in phytoplankton reduction in the Antarctic,
but likely was large enough to alleviate diatoms from
iron stress. This led to a lower Si utilization in this
region. The glacial subantarctic was more productive,
perhaps because of an increased supply of iron from
dust. Subantarctic utilization of nitrate and phosphate
did not change much, possibly because of increased
nutrient supply from the thermocline below the sub-
antarctic surface, offsetting the effect of the observed
increase in productivity. These changes suggest a
combined physically and biologically induced closure of
the Southern Ocean window, thereby reducing atmo-
spheric CO2. In this scenario, the effect is dominated by
the Antarctic.

These changes in the Southern Ocean were linked
with changes throughout the rest of the ocean. Some of
these changes outside the Southern Ocean are a conse-
quence of the fact that changes in the nutrient concen-
trations of the Subantarctic have a disproportionally
large impact on low-latitude productivity. In particular,
we propose that the alleviation of iron stress of diatoms
led to a leakage of the Southern Ocean Si trap, providing
Si to the low latitudes. This is suggested to have altered
the balance from coccolithophorids to diatoms, thereby
reducing the export of CaCO3 from the surface, and af-
fecting atmospheric CO2 through CaCO3 compensation.
Figure 10.4.14c also suggests that a stronger vertical
separation of DIC and nutrients occurred during the
LGM, with the mid-depth ocean losing DIC and nutri-
ents, while the bottom ocean waters gained them. This
would have brought changes of opposite sign to ocean
interior O2. This vertical separation would have caused a
CaCO3 dissolution event in the abyssal ocean at the onset
of ice ages, further reducing atmospheric CO2.

This synthesis hypothesis is consistent with many pa-
leoproxies, but is far from being validated. Clearly, one of
the major obstacles in the evaluation of this and other
hypotheses is the uncertainty and ambiguities associated
with the interpretation of proxy data. However, as more
proxies are developed and the existing ones are expanded,
these uncertainties will become smaller, permitting us to
give more scrutiny to this hypothesis and the many oth-
ers. For example, the information contained in the se-
quence of events during the initiation of glaciations or
during the deglaciations has only begun to be used.
Without doubt, the quest for the causes of the low glacial
atmospheric CO2 concentrations will remain an exciting
research topic for the future.
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proposed that the higher dust flux to the glacial Southern Ocean lowered the Si-to-NO�
3 uptake ratio of diatoms there, leading to a lower Si(OH)4

utilization in the Subantarctic. As a result, some of the currently trapped Si(OH)4 could have leaked into the low latitudes, causing a

phytoplankton community shift from coccolithophorids to diatoms. The resulting lowered export of CaCO3 relative to organic matter then

would have aided in reducing atmospheric CO2 through a rain ratio mechanism involving CaCO3 compensation. Modified from Sigman and
Boyle [2002].
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Problems

10.1 Define and explain these terms:

a. Greenhouse effect

b. Climate sensitivity

c. Climate feedback

10.2 Calculate the expected equilibrium increase in global mean tropospheric
temperature since preindustrial times for the following cases:

a. Radiative forcing from the increase in atmospheric CO2 alone for the
year 2000 (atmospheric CO2 mixing ratio of 369 ppm)

b. Radiative forcing from the increase in atmospheric methane alone for
the year 2000 (northern hemisphere atmospheric CH4 mixing ratio of
1.8 ppm)

c. Radiative forcing from the increase in atmospheric CO2 alone for the
year 2100 under the IS92a scenario (CO2 mixing ratio of 788 ppm)

Assume a climate sensitivity of 1.7 W m�2 K�1. Hint: Use the caption
in table 10.1.2 to obtain the change in radiative forcing for the change in
atmospheric CO2, and then use the information in this table and table 10.1.1
to obtain the change in forcing for CH4.

10.3 Discuss why the addition of anthropogenic CO2 to the ocean decreases the
capacity of the ocean to take up further anthropogenic CO2.

a. Show the relevant reactions and equations.

b. Compute the oceanic uptake fraction f for the preindustrial mean ocean
(see table 8.2.4).

c. Compute how much the uptake fraction is reduced when 100 mmol kg�1

DIC is added uniformly to the preindustrial ocean.

10.4 Explain why the surface ocean concentration of anthropogenic CO2 is higher
in low latitudes than it is in high latitudes. Why is it higher in the Atlantic
than in the Pacific?

10.5 How long will it take for a pulse of CO2 emitted into the atmosphere to be
reduced to 50%, 20%, 10%, and 1% of its original value? For each answer list
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which process is the primary one responsible for the removal of CO2 from
the atmosphere at the point in time the threshold is crossed.

10.6 Direct injection into the ocean of liquid CO2 captured from flue gases such
as from fossil fuel–based power plants has been proposed as a means for
reducing the buildup of atmospheric CO2, while still permitting the use of
fossil fuel to generate electrical power. Discuss this management option
considering the following issues:

a. Compute the increase of the partial pressure of CO2 if you add 10 ml of
liquid CO2 to 1 m3 of seawater at a temperature of 20�C. Assume that
the initial DIC is 2000 mmol m�3, while Alk remains constant at
2300 mmol m�3. The density of liquid CO2 is about 760 kg m�3 at this
temperature and 1 atm pressure. The molecular weight of CO2 is 44.
Hint: Use the lookup table for problem 8.14 in chapter 8 for computing
the oceanic pCO2 for a given DIC and Alk.

b. Assume that we want to inject 10% of the current global CO2 emis-
sions, which are about 7 Pg C yr�1. How much seawater do we need per
year to dilute these injections with the same dilution factor given above
(which is about 1:105)? Convert your answer into Sverdrups, i.e.,
106 m3 s�1. Contrast this number with the flow of the Amazon, which is
about 0.2 Sv.

c. Given what you know about oceanic circulation, where would you inject
the liquid CO2 in order to maximize the oceanic retention?

d. Where would most of the CO2 that the ocean cannot retain be emitted
back into the atmosphere?

10.7 Explain the atmospheric oxygen method to estimate the oceanic uptake of
anthropogenic CO2. Discuss its major assumptions.

10.8 Explain the apparent paradox that the tropical Pacific is viewed as being a
large sink for anthropogenic CO2, despite the fact that it is a region of net
outgassing of CO2.

10.9 The role of ocean biology in taking up additional CO2 from the atmosphere
in response to rising atmospheric CO2 has been an issue of intense debate.
To address this question, it is helpful to clearly distinguish a number of
different cases:

a. Constant ocean circulation, constant temperature, and constant
oceanic biota

b. As (a), but reduced biological export production

c. As (a), but a decrease in upper-ocean thermocline ventilation

d. As (a), but reduced rate of CaCO3 formation and export

For each case discuss the role of ocean biology for the net exchange of CO2

between the ocean and the atmosphere.

10.10 Climate models suggest that the ocean will take up more than 1 petajoule
(1015 J) of heat over the next few decades. Estimate the net loss of CO2 from
the ocean in response to this heat uptake. Hint: See equation (10.2.32).

10.11 Explain why, in the climatological mean state, the partial pressure of CO2 in
the tropical Pacific is inversely proportional to SST, i.e., why high pCO2
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occurs in regions of low SST and vice versa. Discuss the implications of this
finding for the response of the surface ocean pCO2 to variations associated
with ENSO.

10.12 Discuss the impact of ENSO on the air-sea exchange of natural and an-
thropogenic CO2 in the tropical Pacific.

10.13 Use the three-box model of the equatorial Pacific (figure 10.3.7) for inves-
tigating the impact of ENSO on surface ocean properties and atmospheric
CO2. (Note that this model is structurally very similar to the three-box model
of the global ocean, except that the overturning circulation is reversed.)
The area of the equatorial surface box is 22�1012 m2 and that of the mid-
latitude box is 100�1012 m2. The depths are given in figure 10.3.7.

a. Write down the phosphate balance equations for the three boxes given
the assumption that biological uptake and export depend linearly on
the phosphate concentration, i.e., F ¼ l � [PO3�

4 ], and that all organic
phosphorus exported from the surface boxes remineralizes within the
thermocline box. Assume a mean phosphate concentration of
1 mmol m�3.

b. Plot the phosphate concentration in the equatorial and mid-latitude
box as a function of the upwelling mass flux, Fu. Set the exchange flux
FMT to 25 Sv.

c. Discuss the expected biologically induced air-sea exchange fluxes,
considering what you learned in chapter 8 about the relationship be-
tween residual nutrients and this biologically induced flux.

d. Add DIC and Alk to the model, but do not yet consider air-sea ex-
change. Compute the DIC concentration, and the pCO2 in the two
surface boxes. Assume a constant Alk of 2320 mmol kg�1 and use the
lookup table for problem 8.14 in chapter 8. The temperature of the
equatorial upwelling box is 22�C and that of the mid-latitude box is
26�C.

e. Compute the exchange flux of CO2 between the two surface boxes and
the atmosphere for a fixed atmospheric CO2 of 360 matm. Assume
that this exchange is a small fraction of the total carbon balance,
permitting you to neglect it in the computation of the surface DIC. Use
the global mean gas exchange coefficient for CO2 given in chapter 3.

f. Investigate how the air-sea gas exchange varies as you change the
upwelling flux from the thermocline, Fu, from 55 Sv (for La Niña
condition) to 5 Sv (for El Niño condition). (To keep the problem
manageable, keep atmospheric CO2 constant as before.) If you keep
the anomalous air-sea flux constant for a year, how much would you
change atmospheric CO2, actually?

g. Finally, consider the fully coupled system, i.e., make the carbon in the
atmosphere an integral part of the carbon balance in the system. This
problem requires a numerical solution.

10.14 List and discuss the various lines of evidence which suggest that the amount
of carbon stored in the terrestrial biosphere was much lower during the last
glacial maximum than it is today.

10.15 Why can we assume that only a small fraction of the carbon lost from
the terrestrial biosphere during glacial times remained in the atmosphere?
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Explain in detail the role of the oceanic CaCO3 cycle, and what impact
the loss of terrestrial CO2 has on the location of the CaCO3 saturation
horizon.

10.16 Explain why hypotheses to explain the lower atmospheric CO2 during the
last glacial maximum have focused so strongly on the high latitudes, in
particular the Southern Ocean.

10.17 Refer to the global three-box model depicted in figure 10.4.3.

a. Derive equations (10.4.8) through (10.4.10), i.e., derive an expression
that relates the high-latitude surface ocean DIC concentration to the
deep ocean DIC and phosphate concentrations as well as to a number
of mixing terms.

b. Assuming that deep ocean DIC and phosphate concentrations are
constant, draw a contour plot of the high-latitude surface DIC and
phosphate concentration as a function of high-latitude productivity,
FP

h , and the high-latitude–deep ocean mixing term, fhd.

c. Given the idea of high-latitude dominance in determining atmo-
spheric CO2, what do your results in (b) suggest with regard to how
changes in the high-latitude productivity and the high-latitude–deep
ocean mixing term affect atmospheric CO2?

10.18 Explain how CaCO3 compensation works, and why this process is believed
to be important when considering glacial-interglacial atmospheric CO2

variations.

10.19 Investigate the impact of a more efficient biological carbon pump on at-
mospheric CO2 with the two-box model depicted in figure 1.2.3. In contrast
to how we parameterized biological export production in chapter 1, i.e., by
setting the surface ocean concentration of phosphate to zero, assume that
biological export depends linearly on the phosphate concentration, i.e.,
F ¼ l � [PO3�

4 ]. Compute how atmospheric CO2 changes as you vary l. For
simplicity, assume that the atmospheric pCO2 is equal to the surface ocean
pCO2. Assume a constant Alk of 2320 mmol kg�1 and a surface ocean tem-
perature of 20�C.
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