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space and time. The analyses employ one of three
data-driven techniques to correct for pileup, which would
otherwise bias ωa.
A χ2 minimization of the data model of Eq. (5) to the

reconstructed time series determines the measured (m)
quantity ωm

a . The model fits the data well (see inset to
Fig. 2), producing reduced χ2s consistent with unity.
Fourier transforms of the fit residuals show no unmodeled
frequency components, see Fig. 2. Without the ηi terms and
the muon loss function in the model, strong signals emerge
in the residuals at expected frequencies.
The dominant systematic uncertainties on ωa arise from

uncertainties in the pileup and gain correction factors, the
modeling of the functional form of the CBO decoherence,
and in the ωCBOðtÞ model. Scans varying the fit start and
stop times and across individual calorimeter stations
showed no significant variation in any of the four run
groups [59].
The measured frequency ωm

a requires four corrections,
Ci, for interpretation as the anomalous precession fre-
quency ωa of Eq. (2). The details are found in Ref. [60].
Ce.—The electric-field correction Ce from the last term

in Eq. (1) depends on the distribution of equilibrium radii
xe ¼ x − R0, which translates to the muon beam momen-
tum distribution via Δp=p0 ≅ xeð1 − nÞ=R0, where n is the
field index determined by the ESQ voltage [60]. A Fourier
analysis [60,76] of the decoherence rate of the incoming
bunched beam as measured by the calorimeters provides
the momentum distribution and determines the mean
equilibrium radius hxei≈6mm and the width σxe≈9mm.
The final correction factor is Ce ¼ 2nð1 − nÞβ2hx2ei=R2

0,
where hx2ei ¼ σ2xe þ hxei2.
Cp.—A pitch correction Cp is required to account for

the vertical betatron oscillations that lead to a nonzero
average value of the β⃗ · B⃗ term in Eq. (1). The expression

Cp ¼ nhA2
yi=4R2

0 determines the pitch correction factor
[60,77]. The acceptance-corrected vertical amplitude Ay

distribution in the above expression is measured by the
trackers.
Extensive simulations determined the uncertainties δCe

and δCp arising from the geometry and alignment of the
plates, as well as their voltage uncertainties and non-
linearities. The nonuniform kicker time profile applied to
the finite-length incoming muon bunch results in a corre-
lation introducing the largest uncertainty on Ce.
Cml.—Any bias in the average phase of muons that

are lost compared to those that remain stored creates
a time dependence to the phase factor φ0 in Eq. (5).
Beamline simulations predict a phase-momentum correla-
tion dφ0=dp¼ð−10.0%1.6Þmrad=ð%Δp=p0Þ and losses
are known to be momentum dependent. We verified the
correlation by fitting precession data from short runs in
which the storage ring magnetic field, and thus the central
stored momentum p0, varied by %0.67% compared to its
nominal setting. Next, we measured the relative rates of
muon loss (ml) versus momentum in dedicated runs in
which muon distributions were heavily biased toward high
or low momenta using upstream collimators. Coupling the
measured rate of muon loss in Run-1 to these two
correlation factors determines the correction factor Cml.
Cpa.—The phase term φ0 in Eq. (5) depends on the

muon decay coordinate ðx; y;ϕÞ and positron energy, but
the precession frequency ωa does not. If the stored muon
average transverse distribution and the detector gains are
stable throughout a fill, that average phase remains con-
stant. The two damaged resistors in the ESQ system caused
slow changes to the muon distribution during the first
∼100 μs of the measuring period. An extensive study of
this effect involved (a) generation of phase, asymmetry, and
acceptance maps for each calorimeter as a function of muon
decay coordinate and positron energy from simulations
utilizing our GEANT-based model of the ring (GM2RINGSIM);
(b) extraction of the time dependence of the optical lattice
around the ring from the COSY simulation package and
GM2RINGSIM; (c) folding the azimuthal beam distribution
derived from tracker and optics simulations with the phase,
asymmetry, and acceptance maps to determine a net
effective phase shift versus time-in-fill, φ0ðtÞ; and (d) appli-
cation of this time-dependent phase shift to precession data
fits to determine the phase-acceptance (pa) correction Cpa.
The use of multiple approaches confirmed the conclusions;
for details, see Ref. [60]. The damaged resistors were
replaced after Run-1, which significantly reduces the
dominant contribution to Cpa and the overall magnitude
of muon losses.

IV. MAGNETIC FIELD DETERMINATION

A suite of pulsed-proton NMR probes, each optimized
for a different function in the analysis chain, measures the
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FIG. 2. Fourier transform of the residuals from a time-series fit
following Eq. (5) but neglecting betatron motion and muon loss
(red dashed), and from the full fit (black). The peaks correspond
to the neglected betatron frequencies and muon loss. Inset:
asymmetry-weighted eþ time spectrum (black) from the Run-
1c run group fit with the full fit function (red) overlaid.
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space and time. The analyses employ one of three
data-driven techniques to correct for pileup, which would
otherwise bias ωa.
A χ2 minimization of the data model of Eq. (5) to the

reconstructed time series determines the measured (m)
quantity ωm

a . The model fits the data well (see inset to
Fig. 2), producing reduced χ2s consistent with unity.
Fourier transforms of the fit residuals show no unmodeled
frequency components, see Fig. 2. Without the ηi terms and
the muon loss function in the model, strong signals emerge
in the residuals at expected frequencies.
The dominant systematic uncertainties on ωa arise from

uncertainties in the pileup and gain correction factors, the
modeling of the functional form of the CBO decoherence,
and in the ωCBOðtÞ model. Scans varying the fit start and
stop times and across individual calorimeter stations
showed no significant variation in any of the four run
groups [59].
The measured frequency ωm

a requires four corrections,
Ci, for interpretation as the anomalous precession fre-
quency ωa of Eq. (2). The details are found in Ref. [60].
Ce.—The electric-field correction Ce from the last term

in Eq. (1) depends on the distribution of equilibrium radii
xe ¼ x − R0, which translates to the muon beam momen-
tum distribution via Δp=p0 ≅ xeð1 − nÞ=R0, where n is the
field index determined by the ESQ voltage [60]. A Fourier
analysis [60,76] of the decoherence rate of the incoming
bunched beam as measured by the calorimeters provides
the momentum distribution and determines the mean
equilibrium radius hxei≈6mm and the width σxe≈9mm.
The final correction factor is Ce ¼ 2nð1 − nÞβ2hx2ei=R2

0,
where hx2ei ¼ σ2xe þ hxei2.
Cp.—A pitch correction Cp is required to account for

the vertical betatron oscillations that lead to a nonzero
average value of the β⃗ · B⃗ term in Eq. (1). The expression

Cp ¼ nhA2
yi=4R2

0 determines the pitch correction factor
[60,77]. The acceptance-corrected vertical amplitude Ay

distribution in the above expression is measured by the
trackers.
Extensive simulations determined the uncertainties δCe

and δCp arising from the geometry and alignment of the
plates, as well as their voltage uncertainties and non-
linearities. The nonuniform kicker time profile applied to
the finite-length incoming muon bunch results in a corre-
lation introducing the largest uncertainty on Ce.
Cml.—Any bias in the average phase of muons that

are lost compared to those that remain stored creates
a time dependence to the phase factor φ0 in Eq. (5).
Beamline simulations predict a phase-momentum correla-
tion dφ0=dp¼ð−10.0%1.6Þmrad=ð%Δp=p0Þ and losses
are known to be momentum dependent. We verified the
correlation by fitting precession data from short runs in
which the storage ring magnetic field, and thus the central
stored momentum p0, varied by %0.67% compared to its
nominal setting. Next, we measured the relative rates of
muon loss (ml) versus momentum in dedicated runs in
which muon distributions were heavily biased toward high
or low momenta using upstream collimators. Coupling the
measured rate of muon loss in Run-1 to these two
correlation factors determines the correction factor Cml.
Cpa.—The phase term φ0 in Eq. (5) depends on the

muon decay coordinate ðx; y;ϕÞ and positron energy, but
the precession frequency ωa does not. If the stored muon
average transverse distribution and the detector gains are
stable throughout a fill, that average phase remains con-
stant. The two damaged resistors in the ESQ system caused
slow changes to the muon distribution during the first
∼100 μs of the measuring period. An extensive study of
this effect involved (a) generation of phase, asymmetry, and
acceptance maps for each calorimeter as a function of muon
decay coordinate and positron energy from simulations
utilizing our GEANT-based model of the ring (GM2RINGSIM);
(b) extraction of the time dependence of the optical lattice
around the ring from the COSY simulation package and
GM2RINGSIM; (c) folding the azimuthal beam distribution
derived from tracker and optics simulations with the phase,
asymmetry, and acceptance maps to determine a net
effective phase shift versus time-in-fill, φ0ðtÞ; and (d) appli-
cation of this time-dependent phase shift to precession data
fits to determine the phase-acceptance (pa) correction Cpa.
The use of multiple approaches confirmed the conclusions;
for details, see Ref. [60]. The damaged resistors were
replaced after Run-1, which significantly reduces the
dominant contribution to Cpa and the overall magnitude
of muon losses.

IV. MAGNETIC FIELD DETERMINATION

A suite of pulsed-proton NMR probes, each optimized
for a different function in the analysis chain, measures the
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FIG. 2. Fourier transform of the residuals from a time-series fit
following Eq. (5) but neglecting betatron motion and muon loss
(red dashed), and from the full fit (black). The peaks correspond
to the neglected betatron frequencies and muon loss. Inset:
asymmetry-weighted eþ time spectrum (black) from the Run-
1c run group fit with the full fit function (red) overlaid.
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Emphasis critiques



Upper limit?



Upper limit



Upper limit



Thursday & HW

• Pick a plot of your data you’d like to improve 

• We’ll workshop on Thursday 

• HW pt 1 will be to make better version(s) of plot



HW questions



Average of pdf

why is  mean(pdf(x))  wrong?

μ = ∫ x pdf(x) dx
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What is the statistical question?



What is the statistical question?
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Trials factor

Look elsewhere effect



Trials

The Vela satellites were launched in the mid 1960’s to look 
for atmospheric nuclear explosions. Assume the internal 
gamma-ray detector had a background of 0.85 events per 
second. After scanning through 120 days of data it has 
looked at 10.4 million 1 second intervals. How many ‘5 
sigma’ 1 second events will it have seen due to the 
background?



How to deal with trials

• Calculate the pdf() of the entire run  

• Integral of new pdf() is now the expected number of 
events of a particular brightness
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Thinking through carefully

• How many events above X would I expect to see? 

• Question we wanted was Probability to see an event 
stronger than X here OR here OR here…
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OR

• When small prob

P(A or B) = P(A) + P(B) − P(A and B)

P(A or B) ≈ P(A) + P(B)



How to deal with trials

• Multiplying pdf() gives number of an event of strength X over 
ensemble; integral is number of expected events stronger than X 

• When expected number is small; expected number ≈ Prob of 1 
event stronger than X
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How to deal with trials

• There is a sensitivity penalty 

• Really must get tails right 

• Sensitivity penalty is small (~3x)
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LIGO NS-NS counterpart search



Parameters



Single parameter distribution
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Parameters

• Treat like a measurement—a value with some distribution 

• Because the underlying is Gaussian does not mean the 
parameter is Gaussian, but can often propagate answer
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Multiple parameters



Non-equal variance

σ2
1 ; σ2

2



Covariance

C(p1, p2) = [σ2
11 σ2

12

σ2
21 σ2

22]



Covariance

C(p′ 1, p′ 2) = [σ2
11 0
0 σ2

22]



Planck Collaboration: Cosmological parameters
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Fig. 6. Comparison of the base ⇤CDM model parameter constraints from Planck temperature and polarization data.

even assuming high escape fractions for ionizing photons, im-
plying additional sources of photoionizing radiation from still
fainter objects. Evidently, it would be useful to have an indepen-
dent CMB measurement of ⌧.

The ⌧ measurement from CMB polarization is di�cult be-
cause it is a small signal, confined to low multipoles, requiring
accurate control of instrumental systematics and polarized fore-
ground emission. As discussed by Komatsu et al. (2009), uncer-
tainties in modelling polarized foreground emission are compa-
rable to the statistical error in the WMAP ⌧ measurement. In
particular, at the time of the WMAP9 analysis there was very
little information available on polarized dust emission. This sit-
uation has been partially rectified by the 353-GHz polariza-

tion maps from Planck (Planck Collaboration Int. XXII 2015;
Planck Collaboration Int. XXX 2016). In PPL13, we used pre-
liminary 353-GHz Planck polarization maps to clean the WMAP
Ka, Q, and V maps for polarized dust emission, using WMAP
K-band as a template for polarized synchrotron emission. This
lowered ⌧ by about 1� to ⌧ = 0.075 ± 0.013, compared to
⌧ = 0.089 ± 0.013 using the WMAP dust model.13 However,
given the preliminary nature of the Planck polarization analysis
we decided for the Planck 2013 papers to use the WMAP polar-
ization likelihood, as produced by the WMAP team.

13Neither of these error estimates reflect the true uncertainty in fore-
ground removal.
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Cosmology parameters

Planck Collaboration: Cosmological parameters

5.5.2. Weak gravitational lensing

Weak gravitational lensing o↵ers a potentially powerful tech-
nique for measuring the amplitude of the matter fluctuation spec-
trum at low redshifts. Currently, the largest weak lensing data
set is provided by the CFHTLenS survey (Heymans et al. 2012;
Erben et al. 2013). The first science results from this survey ap-
peared shortly before the completion of PCP13 and it was not
possible to do much more than o↵er a cursory comparison with
the Planck 2013 results. As reported in PCP13, at face value
the results from CFHTLenS appeared to be in tension with the
Planck 2013 base ⇤CDM cosmology at about the 2–3� level.
Since neither the CFHTLenS results nor the 2015 Planck results
have changed significantly from those in PCP13, it is worth dis-
cussing this discrepancy in more detail in this paper.

Weak lensing data can be analysed in various ways. For ex-
ample, one can compute two correlation functions from the ellip-
ticities of pairs of images separated by angle ✓,which are related
to the convergence power spectrum P(`) of the survey at multi-
pole ` via

⇠±(✓) =
1

2⇡

Z
d``P(`)J±(`✓), (35)

where the Bessel functions in (35) are J+ ⌘ J0 and J� ⌘ J4
(see, e.g., Bartelmann & Schneider 2001). Much of the informa-
tion from the CFHTLenS survey correlation function analyses
comes from wavenumbers at which the matter power spectrum
is strongly nonlinear, complicating any direct comparison with
Planck.

This can be circumventing by performing a 3D spherical har-
monic analysis of the shear field, allowing one to impose lower
limits on the wavenumbers that contribute to a weak lensing like-
lihood. This has been done by Kitching et al. (2014). Including
only wavenumbers with k  1.5 hMpc�1, Kitching et al. (2014)
find constraints in the �8–⌦m plane that are consistent with the
results from Planck. However, by excluding modes with higher
wavenumbers, the lensing constraints are weakened. When they
increase the wavenumber cut-o↵ to k = 5 hMpc�1 some tension
with Planck begins to emerge (which these authors argue may
be an indication of the e↵ects of baryonic feedback in suppress-
ing the matter power spectrum at small scales). The large-scale
properties of CFHTLenS therefore seem broadly consistent with
Planck and it is only as CFHTLenS probes higher wavenumbers,
particular in the 2D and tomographic correlation function anal-
yses (Heymans et al. 2013; Kilbinger et al. 2013; Fu et al. 2014;
MacCrann et al. 2015), that apparently strong discrepancies with
Planck appear.

The situation is summarized in Fig. 18. The sample points
show parameter values in the �8–⌦m plane for the ⇤CDM base
model, computed from the Heymans et al. (2013, hereafter H13)
tomographic measurements of ⇠±. These data consist of correla-
tion function measurements in six photometric redshift bins ex-
tending over the redshift range 0.2–1.3. We use the blue galaxy
sample, since H13 find that this sample shows no evidence for
intrinsic galaxy alignments (simplifying the comparison with
theory) and we apply the “conservative” cuts of H13, intended
to reduce sensitivity to the nonlinear part of the power spec-
trum; these cuts eliminate measurements with ✓ < 30 for any
redshift combination that involves the lowest two redshift bins.
Here we have used the halofit prescription of Takahashi et al.
(2012) to model the nonlinear power spectrum, but do not in-
clude any model of baryon feedback or intrinsic alignments.
For the lensing-only constraint we also impose additional pri-
ors in a similar way to the CMB lensing analysis described
in Planck Collaboration XV (2016), i.e., Gaussian priors⌦bh2 =
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Fig. 18. Samples in the �8–⌦m plane from the H13 CFHTLenS
data (with angular cuts as discussed in the text), coloured by the
value of the Hubble parameter, compared to the joint constraints
when the lensing data are combined with BAO (blue), and BAO
with the CMB acoustic scale parameter fixed to ✓MC = 1.0408
(green). For comparison, the Planck TT+lowP constraint con-
tours are shown in black. The grey bands show the constraint
from Planck CMB lensing. We impose a weak prior on the pri-
moridal amplitude, 2 < ln(1010As) < 4, which has some impact
on the distribution of CFHTLenS-only samples.

0.0223 ± 0.0009 and ns = 0.96 ± 0.02, where the exact val-
ues (chosen to span reasonable ranges given CMB data) have
little impact on the results. The sample range shown also re-
stricts the Hubble parameter to 0.2 < h < 1; note that when
comparing with constraint contours, the location of the contours
can change significantly depending on the H0 prior range as-
sumed. We also use a weak prior on the primoridal amplitude,
2 < ln(1010As) < 4, which shows up the strong correlation be-
tween ⌦m–�8–H0 in the region of parameter space relevant for
comparison with Planck. In Fig. 18 we only show lensing con-
tours after the samples have been projected into the space al-
lowed by the BAO data (blue contours), or also additionally re-
stricting to the reduced space where ✓MC is fixed to the Planck
value, which is accurately measured. The black contours show
the constraints from Planck TT+lowP.

The lensing samples just overlap with Planck, and superfi-
cially one might conclude that the two data sets are consistent.
However, the weak lensing constraints approximately define a
1D degeneracy in the 3D⌦m–�8–H0 space, so consistency of the
Hubble parameter at each point in the projected space must also
be considered (see appendix E1 of Planck Collaboration XV
2016). Comparing the contours in Fig. 18 (the regions where
the weak lensing constraints are consistent with BAO obser-
vations) the CFHTLenS data favour a lower value of �8 than
the Planck data (and much of the area of the blue contours
also has higher ⌦m). However, even with the conservative an-
gular cuts applied by H13, the weak lensing constraints de-
pend on the nonlinear model of the power spectrum and on the
possible influence of baryonic feedback in reshaping the mat-
ter power spectrum at small spatial scales (Harnois-Déraps et al.
2015; MacCrann et al. 2015). The importance of these e↵ects
can be reduced by imposing even more conservative angular
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Take home message

• Multiple parameters can depend on each other in 
complicated ways 

• Don’t assume they are independent of one another 

• Can be due to Theory, your model, instrument, nature, or 
interactions



The art of parameterization



So you have a distribution to parametrize…
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How do you pick ‘good’ parameters?

No good answer, topic of the 
remainder of the course



Failure modes

• Too few parameters of the wrong type don’t describe the 
distribution ➾ significance calculations wrong 

• Too many parameters just ‘fit the elephant’ 
poorly constrained and/or highly covariant ➾ unstable
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Maybe it’s not new?

• Sometimes you can propagate the distribution from an 
earlier one that you understood.



Do you have a physical model?

• Physical models, particularly of an instrument, tend to 
work better. 

• If they don’t work, you often learn something



Maybe there is a systematic?

• Often weirdness is caused by systematics 

• Finding systematics is really adding to a physical model



Tests

• What are the covariances of the parameters on subsets 
of the data? 

• Can I take special data to prove/explore a proposed 
physical model? 

• Do parameters respond to my worries? (Does it pass 
jackknife tests?)

Love your data, 
This is the value you add


