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Presentations

• Schedule up soon 

• (Turn in HW 3 & survey) 

• Starting Thursday next week



Next few days:

Th:  Blind analyses, with David Hertzog 

T:  Plots as a language 

Th:  First batch of presentations



Inherited code & parameters (blob pt 2)



Parameters as measurement

• New measurement 
‘space’ 

• Horrible, non-linear, but 
treat as a new 
measurement

Calibration

Cleaning

Parameters

Data

Data space

Parameter 
space



Background & parameters

• Often have 1 ‘signal’ parameter & a few ‘nuisance’ 
parameters 

• Try giving analysis block many data examples with no 
signal, and histogram signal



Background & parameters

Zero signal examples can be 

• Signal-free data 

• MC simulation (signal turned off)



Statistics & Parameters

• Just treat like a measurement 

• Background distribution for null 
hypothesis (  significance) 

• Confidence intervals 

• All just like ‘measurement’ was the 
parameter*

σ



*Common problems with parameters



Problems with parameters

• Implicit priors 

• Local minima 

• Degeneracy, catastrophic errors, chaos



Implicit priors

• Nuisance parameters ( )ni

P({s, n1, n2, …} |d) =
P(d |{s, n1, n2, …}) P(s) P(n1) P(n2)…

P(d)

P(s |d) =
P(d |s) P(s)

P(d)



Implicit priors

• Does the real data have the same occurrence distribution 
 as your signal-free data or MC? 

• Data example(s) 

• MC example(s)

P(ni)

P({s, n1, n2, …} |d) =
P(d |{s, n1, n2, …}) P(s) P(n1) P(n2)…

P(d)



Local minima



Local minima

• Simulated annealing 

• Genetic algorithms 

• Markov Chain Monte Carlo sampling



Local minima

Lots of options 

Make sure you actually need them… 

• Related to degeneracies (telling you something) 

• Adding more (or different) information can sometimes 
remove local minima



Degeneracy, catastrophic errors, chaos



Catastrophic photo-z
but	those	features	are	stronger	in	some	galaxies	
than	others

Brammer	et	al.		2008

  

Template-%&ing method

6 spectral templates

3000 Synthetic SEDs

10̂4 mock observations

EAZY - Brammer et al. 2008

Template spectraA common photo-z code: EAZY
• Galaxies	with	older	

stellar	popula$ons	
exhibit	stronger	
'breaks'	

• As	a	result,	photo-
z's	can	be	more	
precise	for	redder	
galaxies	

• At	higher	redshi6s,	
blue	galaxies	with	
young	stellar	
popula$ons	
dominate	-	photo-z	
problem	gets	
harder

Oldest

Youngest



Catastrophic photo-zExample:	expected	photo-z	performance	for	LSST	
ugrizy

Green:	Requirements	on	actual	
performance;	grey:	requirements	on	
performance	with	perfect	template	
knowledge	(as	in	these	sims)

S.	Schmidt



Catastrophic photo-z
!
• Typical	algorithms:	

– Determine	likelihood	of	

colors	(=ra$os	of	fluxes	

between	bands)	as	a	

func$on	of	z	and	template	

– O6en	via	χ2(z,T)	or	

min(	{χ2(z|T)}	);	some	

algorithms	use	linear	

combina$ons	of	

templates

Ti Grid 
Flexure

Benitez	2000

– Typically	u$lize	prior	for	redshi6	or	redshi6	&	type	based	on	

magnitude	(some$mes	size/morphology	as	well)	

– Then	mul$ply	to	get	posterior.	.	.		

Can	use	spectra	of	galaxies	spanning	full	range	of	possible	proper$es	

to	tune	templates/filter	systems,	establish	priors,	etc.

Likelihood

Prior

Posterior

Basic	methods:	Template	fikng	photo-z's

P({s, n1, n2, …} |d ) =
P(d |{s, n1, n2, …}) P(s) P(n1) P(n2)…

P(d )



Catastrophic 
photo-z

Basic	methods:	Template	fikng	photo-z's

• Generally	determine	

posterior	probability	

distribu$on	for	z	|	fluxes:	
p(z)	

• Can	also	provide	info	on	

galaxy	proper$es	from	

template	fit	

• 	E.g.,	template	index	T	or	
galaxy	parameters	αi	such	

as	stellar	mass,	star	

formation	rate,	etc.):	

p(z,α)	(cf.	López-Sanjuan	
talk)

Ti Grid 
Flexure

  

Posterior 
probability 
distributions
A galaxy with 
high redshi◆

Chevallard & Charlot 2016

Chevallard	&	Charlot	2016

Redshift

R
ed
sh
ift

p(z)



Degeneracy & catastrophic errors

• Does it impact science? 

• Can you get more information? 

• Are priors your friend?



Chaotic algorithms (deconvolution)

  

Cleaning

 $ wsclean -size 1400 1400 -scale 50asec         \
     -niter 50000 -mgain 0.8 -threshold 0.1      \
     -name clean L456106_SB010_uv.dppp.MS.flg.ph 

  Example command:

clean-dirty.fits clean-image.fits



Formally chaotic algorithms

• ‘Decision points’ in algorithm 

• Gain or step control to help convergence 

• Tend to have algorithm settings, which depend on implicit 
priors



Degeneracy, catastrophic errors, chaos

So what do you do? 

• Be careful 

• Test (implicit) assumptions 

• Beware of walking out of applicability


