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TRSic MRdeOiQg: A BaVic IQWURdXcWiRQ

Megan R. Brett

The purpose of this post is to help e[plain some of the basic concepts of topic modeling, introduce some topic
modeling tools, and point out some other posts on topic modeling. The intended audience is historians, but it Zill
hopefull\ proYe useful to the general reader.

What is Topic Modeling?

Topic modeling is a form of te[t mining, a Za\ of identif\ing patterns in a corpus. You take \our corpus and run
it through a tool Zhich groups Zords across the corpus into ¶topics·. Miriam Posner has described topic
modeling as ´a method for Ànding and tracing clusters of Zords (called ´topicsµ in shorthand) in large bodies of
te[ts.µ

What, then, is a topic? One deÀnition offered on TZitter during a conference on topic modeling described a topic
as ´a recurring pattern of co-occurring Zords.µ A topic modeling tool looks through a corpus for these clusters of
Zords and groups them together b\ a process of similarit\ (more on that later). In a good topic model, the Zords
in topic make sense, for e[ample ´naY\, ship, captainµ and ´tobacco, farm, crops.µ



9/28/22, 3:28 PM ª TRSic MRdeOiQg: A BaVic IQWURdXcWiRQ JRXUQaO Rf DigiWaO HXPaQiWieV

MRXUQaORfdigiWaOhXPaQiWieV.RUg/2-1/WRSic-PRdeOiQg-a-baVic-iQWURdXcWiRQ-b\-PegaQ-U-bUeWW/ 2/6

HoZ does it Zork?

One Za\ to think about hoZ the process of topic modeling Zorks is to imagine Zorking through an article Zith a
set of highlighters. As \ou read through the article, \ou use a different color for the ke\ Zords of themes Zithin
the paper as \ou come across them. When \ou Zere done, \ou could cop\ out the Zords as grouped b\ the color
\ou assigned them. That list of Zords is a topic, and each color represents a different topic. Note: this description
is inspired b\ the folloZing illustration from DaYid Blei·s article¬[pdf], Zhich is one of the best Yisual
representations of a topic I·Ye found.[1 @

Figure 1: Illustration from Blei, D. 2012.
´Probabilistic Topic Models.µ

HoZ the actual topic modeling programs is determined b\ mathematics. Man\ topic modeling articles include
equations to e[plain the mathematics, but I personall\ cannot parse them. The best non-equation e[planation of
hoZ at least one topic modeling program assigns Zords to topics Zas giYen b\ DaYid Mimno at a conference on
topic modeling held in NoYember 2012 b\ the Mar\land Institute for Technolog\ in the Humanities and the
National EndoZment for the Humanities. As he e[plains (starting at around 9:00), the computer compares the
occurrence of topics Zithin a document to hoZ a Zord has been assigned in other documents to Ànd the best
match (\ou can Ànd Mimno·s slides on his Zebsite).

The model Mimno is e[plaining is latent Dirichlet allocation, or LDA, Zhich seems to be the most Zidel\ used
model in the humanities. LDA has strengths and Zeaknesses, and it ma\ not be right for all projects. It does form
the basis of MALLET, Zhich is an open source and fairl\ accessible tool for topic modeling.

For more detailed e[planations of hoZ topic modeling Zorks, and hoZ it can be applied, take a look at the other
speaker Yideos from the MITH/NEH conference. Ted UnderZood has offered his e[planation of hoZ the process
Zorks in a post titled Topic Modeling Made Just Simple Enough.

Scott B. Weingart has Zritten an e[cellent oYerYieZ of current scholarship on topic modeling Zith links to
eYer\thing from a¬fable-like e[planation of topic modeling to articles Zhich delYe into the technical side. Man\
of the more comple[ articles and posts include comple[-looking equations, but it is possible to understand the
basics of topic modeling Zithout knoZing hoZ to unraYel the equations.

What do \oX need to topic model?

1. A corpus, preferably a large one 
If \ou Zanted to topic model one fairl\ short document, \ou might be better off Zith a set of highlighters or a
good pdf annotation tool. Topic modeling is built for large collections of te[ts. The people behind Paper
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Machines, a tool Zhich alloZs \ou to topic model \our Zotero librar\, recommend that \ou haYe at least 1,000
items in the librar\ or collection \ou Zant to model. The question of ´hoZ bigµ or ´hoZ smallµ is ultimatel\
subjectiYe, but I think \ou Zant to haYe at least in the hundreds if not a minimum of 1,000 documents in \our
corpus. Bear in mind that \ou deÀne Zhat a document is for the tool. If \ou haYe a particularl\ long Zork \ou
can diYide it into pieces and call each piece a document.

With some tools, \ou Zill haYe to prepare the corpus before \ou can topic model. Essentiall\ Zhat \ou haYe to
do is tokeni]e the te[t, changing it from human-readable sentences to a string of Zords b\ stripping out the
punctuation and remoYing capitali]ation. You can also tell it to ignore ´stopZordsµ Zhich \ou deÀne, Zhich
usuall\ include things like a, the, and, etc. What \ou (hopefull\) end up Zith is a document Zith no
capitali]ation, punctuation, or numbers to throZ off the algorithms.

There are a number of Za\s to clean up \our te[t for topic modeling (and te[t mining). For e[ample, \ou can use
P\thon and Regular E[pressions, the command line (Terminal), and R.

If \ou Zant to giYe topic modeling a tr\, but do not haYe a corpus of \our oZn, there are sources for large data.
You could, for e[ample, doZnload the complete Zorks of Charles Dickens as a series of te[t Àles from Project
Gutenberg, Zhich makes a large number of public domain Zorks aYailable as t[t Àles. JSTOR Data for Research,
Zhich requires registration, alloZs \ou to doZnload the results of a search as a csY Àle, Zhich is accessible for
MALLET and other topic modeling and te[t mining processes.

2. Familiarity with the corpus 
This ma\ seem counterintuitiYe if \ou·re planning to use topic modeling to help \ou Ànd out more about a large
corpus, and \et it is Yer\ important that \ou at least haYe an idea of Zhat should be there. Topic modeling is not
an e[act science b\ an\ means. The onl\ Za\ to knoZ if \our results are useful or Zildl\ off the mark is to haYe
a general idea of Zhat \ou should be seeing. Most people Zould probabl\ spot the outlier in a topic of ´tobacco,
farm, crops, naY\µ but more comple[ topics might be less obYious.

3. A tool to do the topic modeling 
HoZeYer \ou·re going to topic model, \ou need to decide Zhat \ou are going to use and haYe a Za\ to use it.

Man\ humanists use MALLET and b\ e[tension LDA. MALLET is particularl\ useful for those Zho are
comfortable Zorking in the command line, and it takes care of tokeni]ing and stopZords for \ou. The
Programming Historian has a tutorial Zhich Zalks \ou through the basics of Zorking Zith MALLET.

The Stanford Natural Language Processing Group has created a Yisual interface for Zorking Zith MALLET, the
Stanford Topic Modeling Toolbo[. If \ou chose to Zork Zith TMT, read Miriam Posner·s blog post on Yer\
basic strategies for interpreting results from the Topic Modeling Tool.

If \ou haYe a WordPress install and are comfortable Zith P\thon, check out Peter Organisciak·s post on
processing WordPress e[ports for MALLET.

It is important to be aZare that \ou need to train these tools. Topic modeling tools onl\ return as man\ topics as
\ou tell them to; it matters Zhether \ou specif\ 50, 5, or 500. If \ou imagine topic modeling as a sZitchboard,
there are a large number of knobs and dials Zhich can be adjusted. These haYe to be tuned, mostl\ through trial
and error, before the results are useful.

If \ou use Zotero, \ou can use Paper Machines to topic model particularl\ large collections. Paper Machines is
an open-source project, the result of a collaboration betZeen Jo Guldi and Chris Johnson-Roberson, supported
b\ Google Summer of Code, the William F. Milton Fund, and metaLAB @ HarYard. You can do nift\
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Yisuali]ations Zith Paper Machines, but for topic modeling \ou need at least 1000 documents. Luckil\, \ou can
supplement \our Zotero librar\ Zith data from JSTOR Data for Research.

4. A way to understand your results 
Topic modeling output is not entirel\ human readable. One Za\ to understand Zhat the program is telling \ou is
through a Yisuali]ation, but be sure that \ou knoZ hoZ to understand Zhat the Yisuali]ation is telling \ou. Topic
modeling tools are fallible, and if the algorithm isn·t right, the\ can return some bi]arre results.

Figure 2: Paper Machines output. Prett\, but
Zhat does it mean?

Ben Schmidt, Zho is using k-means clustering to classif\ Zhaling Yo\ages, plugged his data into LDA to
demonstrate the Za\s in Zhich modeling can return results Zhich ultimatel\ make no sense. His post e[plains
the dangers of chimerical models, Zhere tZo clusters get stuck together (think ´cat, Àsh, mouseµ and ´gun, rod,
huntµ).

Topic Modeling and Histor\

Topic modeling is not necessaril\ useful as eYidence but it makes an e[cellent tool for discoYer\.

Cameron BleYins has a series of posts on his Zork te[t mining and topic modeling the diar\ of Martha Ballard.
He has compared his results to Laurel Thatcher Ulrich·s Zork, Zhich Zas done b\ hand, and the tZo result sets
generall\ align. His Zork is particularl\ useful for understanding the potential and limitations of topic modeling,
as so man\ historians are alread\ familiar Zith the source material, haYing read Ulrich·s book A MidZife·s Tale.
[2 @ Both BleYins and Ulrich had to be familiar Zith the content of the diar\ and its historical conte[t in order to
make sense of their Àndings. The results of the topic modeling help to uncoYer eYidence alread\ in the te[t.

NeZspapers haYe proYed to be a popular subject for topic modeling, as it proYides a Za\ to get at change oYer
time from a dail\ source. DaYid J. NeZman, a computer scientists, and Sharon Block, a historian, Zorked
together to topic model the Penns\lvania Ga]ette.[3 @ Table 4 in their article (pdf) lists off the most likel\ Zords
in a topic and the label the\ assigned to that topic; some of the topics are obYious but others make it clear that
\ou haYe to understand the conte[t of a corpus in order to read the results. Another e[ample of topic modeling a
historic neZspaper is a project from the UniYersit\ of Richmond (VA), Mining the Dispatch. The objectiYe of the
project Zas to e[plore social and political life in Richmond during the CiYil War. The site alloZs \ou to interact
Zith the topic models Zith some interpretation. E[ploring this site might help \ou understand hoZ modif\ing
settings in a topic modeling tool changes the output.
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Topic modeling is complicated and potentiall\ mess\ but useful and eYen fun. The best Za\ to understand hoZ it
Zorks is to tr\ it. Don·t be afraid to fail or to get bad results, because those Zill help \ou Ànd the settings Zhich
giYe \ou good results. Plug in some data and see Zhat happens.

Originall\ published b\ Megan R. Brett on December 12, 2012. 
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