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SeYen Za\s hXmanisWs are Xsing compXWers Wo
XndersWand We[W.

B\ tedunderwood < https://tedunderwood.com/author/tedunderwood/>

June 4, 2015 < https://tedunderwood.com/2015/06/04/seven-wa\s-
humanists-are-using-computers-to-understand-te[t/>

ĬThis is an updated version of a blog poVW I ZUoWe WhUee \eaUV ago, <
hWWpV://WedXndeUZood.com/2012/08/14/ZheUeĦWoĦVWaUWĦZiWhĦWe[WĦ
mining/> which organi]ed introductor\ resources for a workshop. Getting read\
for another workshop this summer, I glanced back at the old post and reali]ed
it¶s out of date, because we¶ve collectivel\ covered a lot of ground in three \ears.
Here¶s an overhaul.ĭ

Wh\ aUe hXmaniVWV XVing compXWeUV Wo XndeUVWand We[W aW all? 
Part of the point of the phrase ³digital humanities´ is to claim information
technolog\ as something that belongs in the humanities ħ not an invader from
some other ¿eld. And it¶s true, humanistic interpretation has alwa\s had a
technological dimension: we organi]ed writing with commonplace books and
concordances before we took up ke\word search ĭNoZYiVkie, 2004;
SWall\bUaVV, 2007Į.

But framing new research opportunities as a speci¿call\ humanistic movement
called ³DH´ has the downside of obscuring a bigger picture. Computational
methods are transforming the social and natural sciences as much as the
humanities, and the\¶re doing so partl\ b\ creating new conversations between
disciplines. One of the main wa\s computers are changing the textual humanities
is b\ mediating new connections to social science. The statistical models that
help sociologists understand social strati¿cation and social change haven¶t in the
past contributed much to the humanities, because it¶s been diɷcult to connect
quantitative models to the richer, looser sort of evidence provided b\ written
documents. But that barrier is dissolving. As new methods make it easier to
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represent unstructured text in a statistical model, a loW of faVcinaWing
TXeVWionV aUe opening Xp foU Vocial VcienWiVWV and hXmaniVWV alike
ĭO·ConnoU eW. al. 2011Į. <
hWWpV://people.cV.XmaVV.edX/aZallach/ZoUkVhopV/nipV2011cVV/papeUV/
OConnoU.pdf>

In short, computational anal\sis of text is not a speci¿c new technolog\ or a
sub¿eld of digital humanities; it¶s a wideĥopen conversation in the space between
several diɱerent disciplines. Humanists often approach this conversation hoping
to ¿nd digital tools that will automate familiar tasks. That¶s a good place to start:
I¶ll mention tools \ou could use to create a concordance or a word cloud. And it¶s
fair to stop there. More involved forms of text anal\sis do start to resemble social
science, and humanists are under no obligation to dabble in social science.

But I should also warn \ou that digital tools are gatewa\ drugs. This thing called
³text anal\sis´ or ³distant reading´ is reall\ an interdisciplinar\ conversation
about methods, and if \ou get drawn into the conversation, \ou ma\ ¿nd that
\ou want to tr\ a lot of things that aren¶t packaged \et as tools.

WhaW can Ze acWXall\ do? 
The image below is a map of a few things \ou might do with text īinVpiUed b\,
WhoXgh diɲeUenW fUom, Alan LiX·V map of ´digiWal hXmaniWieVµĬ <
hWWpV://pUe]i.com/hjkj8]WjĦclY/mapĦofĦdigiWalĦhXmaniWieV/> . The idea is
to give \ou a loose sense of how diɱerent activities are related to diɱerent
disciplinar\ traditions. We¶ll start in the center, and spiral out; this is just a wa\ to
organi]e discussion, and isn¶t necessaril\ meant to suggest a sequential work Àow.
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< hWWpV://WedXndeUZood.ÀleV.ZoUdpUeVV.com/2015/05/caVXalmap1.jpg>

1Ĭ ViVXali]e Vingle We[WV. 
Text anal\sis is sometimes represented as paUW of a ´neZ modeVW\µ in Whe
hXmaniWieV ĭWilliamVĮ <
hWWp://ZZZ.chUoniclecaUeeUV.com/aUWicle/TheĦNeZĦModeVW\ĦinĦ
LiWeUaU\/150993/> . Generall\, that¶s a bi]arre notion. Most of the methods
described in this post aim to reveal patterns hidden from individual readers ħ
not a particularl\ modest project. But there are a few forms of anal\sis that
might count as surface readings, because the\ visuali]e textual patterns that are
open to direct inspection.

For instance, people love caUWoonV b\ Randall MXnUoe WhaW YiVXali]e Whe
ploWV of familiaU moYieV < hWWpV://[kcd.com/657/> b\ showing which
characters are together at diɱerent points in the narrative.

These cartoons reveal little we didn¶t know. The\¶re fun to
explore in part because the narratives being represented are
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<
hWWpV://[kcd.com/6
57/>

familiar: we get to rediscover familiar material in a graphical
medium that makes it eas\ to ]oom back and forth between
macroscopic patterns and details. NeWZoUk gUaphV WhaW
connecW chaUacWeUV < hWWp://moYiegala[ieV.com> are fun to
explore for a similar reason. It¶s still a matter of debate what Īif
an\thingī the\ reveal; it¶s important to keep in mind that
ÀcWional neWZoUkV can behaYe YeU\ diɲeUenWl\ fUom UealĦ
ZoUld Vocial neWZoUkV ĭElVon, eW al., 2010Į. <
hWWp://ZZZ1.cV.colXmbia.edX/adelVon/pXbV/ACL2010Ħ
ElVonDameVMcKeoZn.pdf> But people tend to ¿nd them
interesting.

A concordance also, in a sense, tells us nothing we couldn¶t learn b\ reading on
our own. But critics nevertheless ¿nd them useful. If \ou want to make a
concordance for a single work Īor for that matter a whole librar\ī, AnWConc iV a
good Wool. < hWWp://ZZZ.laXUenceanWhon\.neW/VofWZaUe.hWml>

ViVXali]aWion VWUaWegieV WhemVelYeV < hWWp://We[WYiV.lnX.Ve> are a topic
that could deserve a whole separate discussion.

2Ĭ ChooVe feaWXUeV Wo UepUeVenW We[WV. 
A scholar undertaking computational anal\sis of text needs to answer two
questions. First, how are \ou going to represent texts? Second, what are \ou
going to do with that representation once \ou¶ve got it? Most what follows will
focus on the second question, because there are a lot of equall\ good answers to
the ¿rst one ħ and \our answer to the ¿rst question doesn¶t necessaril\ constrain
what \ou do next.

In practice, texts are often represented simpl\ b\ counting the various words
the\ contain Īthe\ are treated as soĥcalled ³bags of words´ī. Because this
representation of text is radicall\ diɱerent from readers¶ sequential experience of
language, people tend to be surprised that it works. But the goal of
computational anal\sis is not, after all, to reproduce the modes of understanding
readers have alread\ achieved. If we¶re tr\ing to reveal largeĥscale patterns that
wouldn·t be evident in ordinar\ reading, it ma\ not actuall\ be necessar\ to
retrace the s\ntactic patterns that organi]e readers¶ understanding of speci¿c
passages. And it turns out that a lot of largeĥscale questions are registered at the
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level of word choice: authorship, theme, genre, intended audience, and so on.
The popularit\ of Google·V NgUam VieZeU <
hWWpV://bookV.google.com/ngUamV> shows that people often ¿nd word
frequencies interesting in their own right.

But there are lots of other wa\s to represent text. You can count twoĥword
phrases, or measure white space if \ou like. Qualitative information that can¶t be
counted can be represented as a ´caWegoUical YaUiable.µ <
hWWp://en.Zikipedia.oUg/Ziki/CaWegoUical_YaUiable> It¶s also possible to
consider s\ntax, if \ou need to. Computational linguists are getting prett\ good
at parsing sentences; man\ of their insights have been packaged accessibl\ in
pUojecWV like Whe NaWXUal LangXage ToolkiW. < hWWp://ZZZ.nlWk.oUg> And
there will certainl\ be research questions ħ inYolYing, foU inVWance, Whe
concepW of chaUacWeU < hWWp://ZZZ.aUk.cV.cmX.edX/liWeUaU\ChaUacWeU/>
ħ that require s\ntactic anal\sis. But the\ tend not to be questions that are
appropriate for people just starting out.

3Ĭ IdenWif\ diVWincWiYe YocabXlaU\. 
It can be prett\ eas\, on the other hand, to produce useful insights on the level of
diction. These are claims of a kind that literar\ scholars have long made: The
Norton Antholog\ of English Literature proves that William Wordsworth
emblemati]es Romantic alienation, for instance, b\ sa\ing that ³the words
µsolitar\,¶ µb\ one self,¶ µalone¶ sound through his poems´ ĭGUeenblaWW eW. al.,
16Į.

Of course, literar\ scholars have also learned to be war\ of these claims. I guess
Wordsworth does write ³alone´ a lot: but does he reall\ do so more than other
writers? ³Alone´ is a common word. How do we distinguish real insights about
diction from specious cherr\ĥpicking?

Corpus linguists have developed a number of wa\s to identif\ locutions that are
reall\ overrepresented in one sample of writing relative to others. One of the
most widel\ used is DXnning·V logĦlikelihood: Ben SchmidW haV e[plained
Zh\ iW ZoUkV <
hWWp://VappingaWWenWion.blogVpoW.com/2011/10/compaUingĦcoUpXVeVĦb\Ħ
ZoUdĦXVe.hWml> , and it¶s easil\ accessible online WhUoXgh Vo\anW <
hWWp://Yo\anWĦWoolV.oUg> or downloaded in Whe AnWConc applicaWion



9/28/22, 3:20 PM SeYen Za\V hXmaniVWV aUe XVing compXWeUV Wo XndeUVWand We[W. ² The SWone and Whe Shell

hWWpV://WedXndeUZood.com/2015/06/04/VeYen-Za\V-hXmaniVWV-aUe-XVing-compXWeUV-Wo-XndeUVWand-We[W/ 6/15

alUead\ menWioned. < hWWp://ZZZ.laXUenceanWhon\.neW/VofWZaUe.hWml>
So if \ou have a sample of one author¶s writing Īsa\ Wordsworthī, and a reference
corpus against which to contrast it Īsa\, a collection of other poetr\ī, it¶s reall\
prett\ straightforward to identif\ terms that t\pif\ Wordsworth relative to the
other sample. ĪThere are also other wa\s to measure overrepresentation; Adam
KilgaUUiɲ UecommendV a MannĦWhiWne\ WeVW. <
hWWpV://WedXndeUZood.com/2011/11/09/idenWif\ingĦWheĦWeUmVĦWhaWĦ
chaUacWeUi]eĦanĦaXWhoUĦoUĦgenUeĦZh\ĦdXnningVĦma\ĦnoWĦbeĦWheĦbeVWĦ
meWhod/> ī And in fact there¶s prett\ good evidence that ³solitar\´ is among the
words that distinguish Wordsworth from other poets.

<
hWWpV://WedXndeUZood.ÀleV.ZoUdpUeVV.com/2012/08/ZoUdVZoUWhZoUdle
1.jpg>

It¶s also eas\ to turn results like this into a word cloud ħ if \ou want to. People
make fun of word clouds, with some justice; the\¶re e\eĥcatching but don¶t give
\ou a lot of information. I use them in blog posts, because e\eĥcatching, but I
wouldn¶t in an article.
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<
hWWpV://WedXndeUZood.ÀleV.Z
oUdpUeVV.com/2015/05/haUle
mUen.jpg>

4Ĭ Find oU oUgani]e ZoUkV. 
This rubric is shorthand for the enormous number of diɱerent wa\s we might
use information technolog\ to organi]e collections of written material or orient
ourselves in discursive space. Humanists alread\ do this all the time, of course:
we rel\ ver\ heavil\ on web search, as well as ke\word searching in librar\
catalogs and fullĥtext databases.

But our current arra\ of strategies ma\ not necessaril\ reveal all the things we
want to ¿nd. This will be obvious to historians, who work extensivel\ with
unpublished material. But it¶s true even for printed books: works of poetr\ or
¿ction published before 1960, for instance, are often not tagged as ³poetr\´ or
³¿ction.´

Even if we believed that the task of simpl\ ¿nding
things had been solved, we would still need wa\s to
map or organi]e these collections. One interesting
thread of research over the last few \ears has involved
mapping the concrete social connections that
organi]e literar\ production. Natalie Houston has
mapped connections between Victorian poets and
publishing houses; Ho\t Long and Richard Jean So
have shown how writers are related b\ publication in
the same journals ĭHoXVWon 2014; So and Long
2013Į.

There are of course hundreds of other wa\s
humanists might want to organi]e their
material. Maps are often used Wo YiVXali]e
UefeUenceV Wo placeV <

hWWp://ZZZ.n\WimeV.com/2015/04/14/bookV/VWanfoUdĦliWeUaU\ĦlabĦ
mapVĦemoWionVĦinĦYicWoUianĦlondon.hWml?_U=0> , or placeV of
pXblicaWion. < hWWp://YiUalWe[WV.oUg> Another obvious approach is to group
works b\ some measure of textual similarit\.

There aren¶t purposeĥbuilt tools to support much of this work. There are WoolV
foU bXilding YiVXali]aWionV, < hWWp://gephi.giWhXb.io> but often the larger
part of the problem is ¿nding, or constructing, the metadata \ou need.
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<
hWWpV://ZZZ.ÁickU.com/ph
oWoV/]akh/360265041/in/ph
oWoliVWĦ[QVfeĦ5S3YW8Ħ
8b6fRVĦ7EWg1AĦjWcgmjĦ
9XdFZTĦ79Lh3VĦ
9CG2XWĦo963EZĦ
7[VWd3Ħc[b32TĦ7BT2Y2Ħ
5S8jAJĦ7BT2XVĦ7BT2YeĦ
79LmMZĦ4GLX[WĦ
4GR9UTĦ4GLYbUĦ
4GLZjnĦ4GLYY2Ħ4GR9c\Ħ
4GRafNĦ4GLY36Ħ
4GR7Z9Ħ4GLXC8Ħ
4GLYT]Ħ4GLXf2Ħ
4GR97XĦ4GRa[UĦ
4GR8\1Ħ4GR9LNĦ
4GLYF2Ħ4GLXW8Ħ
4GLXjBĦ4GRa6AĦ
4GLYK8Ħ4GRaiSĦ
4GR7RGĦ4GLZ9MĦ
4GR8G1Ħ4GLXMTĦ
7Q]\mCĦ4GR9S7Ħ

5Ĭ Model liWeUaU\ foUmV oU genUeV. 
Throughout the rest of this post I¶ll be talking about ³modeling´; underselling
the centralit\ of that concept seems to me the main oversight in the 2012 post
I¶m ¿xing.

A model is a simpli¿ed representation of something, and
in principle models can be built out of words, balsa
wood, or an\thing \ou like. In practice, in the social
sciences, statistical models are often equations that
describe the probabilit\ of an association between
variables. Often the ³response variable´ is the thing
\ou¶re tr\ing to understand Īliterar\ form, voting
behavior, or what have \ouī, and the ³predictor
variables´ are things \ou suspect might help explain or
predict it.

This isn¶t the onl\ wa\ to approach text anal\sis;
historicall\, humanists have tended to begin
instead b\ ¿rst choosing some aspect of text to
measure, and then launching an argument about
the signi¿cance of the thing the\ measured. I¶ve
done that m\self, and it can work. But social
scientists prefer to tackle problems the other wa\
around: ¿rst identif\ a concept that \ou¶re tr\ing
to understand, and then tr\ to model it. There¶s
something to be said for their bi]arrel\ s\stematic
approach.

Building a model can help humanists in a number
of wa\s. Classicall\, social scientists model
concepts in order to understand them better. If
\ou¶re tr\ing to understand the diɱerence between
two genres or forms, building a model could help
identif\ the features that distinguish them.

Scholars can also frame models of entirel\ new
genres, as AndUeZ PipeU doeV in a UecenW
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4GR8eUĦ4GR7V3Ħ
4GLZ5KĦ4GR8WJĦ
4GLXXgĦ4GLZBD>

<
hWWpV://WedXndeUZood.ÀleV.ZoU
dpUeVV.com/2015/05/Vimplemod
el.jpeg>

eVVa\ on Whe ´conYeUVional noYel.µ <
hWWp://W[Wlab.oUg/?p=459>

In other cases,
the point of
modeling will
not actuall\ be

to describe or e[plain the concept being modeled,
but ver\ simpl\ to recogni]e it at scale. I found that
I needed to build predictive models Vimpl\ Wo
Ànd Whe ÀcWion, poeWU\, and dUama in a
collecWion of 850,000 YolXmeV. <
hWWp://ÀgVhaUe.com/aUWicleV/UndeUVWanding_
GenUe_in_a_CollecWion_of_a_Million_VolXm
eV_InWeUim_RepoUW/1281251>

The tension between modelingĦWoĦ
e[plain and modelingĦWoĦpUedicW haV
been diVcXVVed aW lengWh in oWheU
diVciplineV ĭShmXeli, 2010Į. <
hWWpV://ZZZ.VWaW.beUkele\.edX/aaldoXV/157/PapeUV/VhmXeli.pdf> But
statistical models haven¶t been used extensivel\ in historical research \et, and
humanists ma\ well ¿nd wa\s to use them that aren¶t common in other
disciplines. For instance, once we have a model of a phenomenon, we ma\ want
to ask questions about the diachronic stabilit\ of the pattern we¶re modeling.
ĪDoes a model trained to recogni]e this genre in one decade make equall\ good
predictions about the next?ī

There are loWV of VofWZaUe packageV <
hWWp://ZZZ.aWV.Xcla.edX/VWaW/U/dae/logiW.hWm> that can help \oX infeU
modelV of \oXU daWa. < hWWp://VcikiWĦ
leaUn.oUg/VWable/WXWoUial/VWaWiVWical_infeUence/VXpeUYiVed_leaUning.hWm
l> But assessing the validit\ and appropriateness of a model is a trickier business.
It¶s important to full\ understand the methods we¶re borrowing, and that¶s likel\
to require a bit of background reading. One might start b\ understanding the
assumptions implicit in Vimple lineaU modelV, <
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hWWp://onlineVWaWbook.com/2/UegUeVVion/inWUo.hWml> and work up to the
more complex models produced b\ machine learning algorithms ĭScXlle\ and
PaVanek 2008Į <
hWWp://llc.o[foUdjoXUnalV.oUg/conWenW/23/4/409.fXll.pdf?
ke\W\pe=Uef&ijke\=]3J27nmCeJkZXT]> . In particular, it¶s important to
learn something about the problem of ´oYeUÀWWing.µ <
hWWp://ZZZ.ZillameWWe.edX/agoUU/claVVeV/cV449/oYeUÀWWing.hWml> Part
of the reason statistical models are becoming more useful in the humanities is
that new methods make it possible to use hundreds or thousands of variables,
which in turn makes it possible to represent unstructured text Īthose bags of
words tend to contain a lot of variablesī. But large numbers of variables raise the
risk of ³over¿tting´ \our data, and \ou¶ll need to know hoZ Wo aYoid WhaW. <
hWWp://ZZZ.TXoUa.com/WhaWĦaUeĦZa\VĦWoĦpUeYenWĦoYeUĦÀWWingĦ\oXUĦ
WUainingĦVeWĦdaWa>

6Ĭ Model Vocial boXndaUieV. 
There¶s no reason wh\ statistical models of text need to be restricted to
questions of genre and form. Texts are also involved in all kinds of social
transactions, and those social contexts are often legible in the text itself.

For instance, JoUdan SelleUV and I haYe UecenWl\ been VWXd\ing Whe
hiVWoU\ of liWeUaU\ diVWincWion <
hWWpV://WedXndeUZood.com/2015/05/18/hoZĦTXickl\ĦdoĦliWeUaU\Ħ
VWandaUdVĦchange/> b\ training models to distinguish poetr\ reviewed in elite
periodicals from a random selection of volumes drawn from a digital librar\.
There are a lot of things we might learn b\ doing this, but the topĥline result is
that the implicit standards distinguishing elite poetic discourse turn out to be
relativel\ stable across a centur\.
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<
hWWpV://WedXndeUZood.ÀleV.ZoUdpUeVV.com/2015/05/ploWmainmodelann
oWaWe.jpeg> Similar questions could be framed aboXW poliWical oU legal
hiVWoU\. <
hWWpV://people.cV.XmaVV.edX/aZallach/ZoUkVhopV/nipV2011cVV/papeUV/
OConnoU.pdf>

7Ĭ UnVXpeUYiVed modeling. 
The models we¶ve discussed so far are supervised in the sense that the\ have an
explicit goal. You alread\ know Īsa\ī which novels got reviewed in prominent
periodicals, and which didn¶t; \ou¶re training a model in order to discover
whether there are an\ patterns in the texts themselves that might help us explain
this social boundar\, or trace its histor\.

But advances in machine learning have also made it possible to train unsupervised
models. Here \ou start with an unlabeled collection of texts; \ou ask a learning
algorithm to organi]e the collection b\ ¿nding clusters or patterns of some
loosel\ speci¿ed kind. You don¶t necessaril\ know what patterns will emerge.

If this sounds epistemologicall\ risk\, \ou¶re not wrong. Since the hermeneutic
circle doesn¶t allow us to get something for nothing, unsupervised modeling does
inevitabl\ involve a lot of Īexplicitī assumptions. It can nevertheless be extremel\
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useful as an explorator\ heuristic, and sometimes as a foundation for argument.
A famil\ of XnVXpeUYiVed algoUiWhmV called ´Wopic modelingµ <
hWWpV://WedXndeUZood.com/2012/04/07/WopicĦmodelingĦmadeĦjXVWĦ
VimpleĦenoXgh/> have attracted a lot of attention in the last few \ears, from
both Vocial VcienWiVWV <
hWWp://ZZZ.VciencediUecW.com/Vcience/joXUnal/0304422X/41/6> and
hXmaniVWV. < hWWp://joXUnalofdigiWalhXmaniWieV.oUg/2Ħ1/> Robert K.
Nelson has uVed Wopic modeling, foU inVWance, Wo idenWif\ paWWeUnV of
pXblicaWion in a CiYilĦWaUĦeUa neZVpapeU fUom Richmond. <
hWWp://dVl.Uichmond.edX/diVpaWch/pageV/home>

< hWWp://dVl.Uichmond.edX/diVpaWch/TopicV>  

But I¶m putting unsupervised models at the end of this list because the\ ma\
almost be too seductive. Topic modeling is perfectl\ designed for workshops and
demonstrations, since \ou don¶t have to start with a speci¿c research question. A
group of people with diɱerent interests can just pour a collection of texts into
the computer, gather round, and see what patterns emerge. Generall\, interesting
patterns do emerge: topic modeling can be a powerful tool for discover\. But it
would be a mistake to take this workÀow as paradigmatic for text anal\sis.
Usuall\ researchers begin with speci¿c research questions, and for that reason I
suspect we¶re often going to prefer supervised models.

* * *
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In short, there are a lot of new things humanists can do with text, ranging from
new versions of things we¶ve alwa\s done Īmake literar\ arguments about
dictionī, to modeling experiments that take us fairl\ deep into the
methodological terrain of the social sciences. Some of these projects can be
cr\stalli]ed in a pushĥbutton ³tool,´ but some of the more ambitious projects
require a little familiarit\ with a daWaĦanal\ViV enYiUonmenW like RVWXdio <
hWWp://ZZZ.UVWXdio.com> , or even a programming language like P\Whon, <
hWWpV://ZZZ.p\Whon.oUg> and more importantl\ with the assumptions
underpinning quantitative social science. For that reason, I don¶t expect these
methods to become universall\ diɱused in the humanities an\ time soon. In
principle, ever\thing above is accessible for undergraduates, with a semester or
two of preparation ħ but it¶s not preparation of a kind that English or Histor\
majors are guaranteed to have.

Generall\ I leave blog posts undisturbed after posting them, to document what
happened when. But things are changing rapidl\, and it¶s a lot of work to
completel\ overhaul a surve\ post like this ever\ few \ears, so in this one case I
ma\ keep tinkering and adding stuɱ as time passes. I¶ll Àag m\ edits with a date
in square brackets.

* * *
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